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Abstract

One of the mgjor goals for the U.S. Army Corps of Engineers Dissolved Gas Abatement Study is
to identify measures that could reduce levels of dissolved gas supersaturation in the Columbia
and Snake Rivers caused by spillway discharges. Attaining this goal could contribute
significantly to meeting water quality criteria and lowering gas bubble trauma in resdent and
migrating fish in theserivers. To achieve thisgoal, the Corps of Engineersis studying various
operational and structural alternatives using field investigations and computational modeling
tools to smulate the transport of dissolved gasin theriver system.

This report summarizes the development and application of a two-dimensional depth-averaged
hydrodynamic and water quality model (MASS2) to the Lower Columbia and Snake River
system. The report also describes an individual-based model (FINS) that can be used to estimate
fish exposure to dissolved gas.
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Two-Dimensional Hydrodynamic, Water Quality, and Fish
Exposure Modeling of the Columbia and Snake Rivers.
Part 1: Summary and Model Formulation

Under Biological Services Contract DACWG68-96-D-0002, Delivery Order No. 8, Battelle
Pacific Northwest Division devel oped and applied a two-dimensional hydrodynamic,
water quality transport model, and fish exposure model to the Lower Columbia and
Snake River systems. Thiswork reported herein is an element of the U.S. Army Corps of
Engineers Dissolved Gas Abatement Program (DGAYS).

The present document, Part 1 of the report series, presents the mathematical formulation,
numerical solution procedures, and also provides a summary and examples of the mode
application results. The application of the mode to each individual reservoir or pool for
each field data study period resulted in avery large number of graphics and tabular
output. Thus it was determined that a summary document would be helpful to introduce
the general features and results of the modeling work. Parts 2 through 10 of the report
series (Richmond and Perkins (1998a-i)) provide additional details for each pool in an
appendix-style format.

1 Introduction

The principal goal of the U.S. Army Corps of Engineers (USACE) Dissolved Gas
Abatement Program (DGAYS) is to reduce dissolved gas supersaturation (DGS) associated
with the eight federal hydroelectric dams on the Lower Columbia and Snakerivers.
Reductions in dissolved gas supersaturation are needed to move toward meeting water
quality criteria and might also reduce mortality in both anadromous and resident fish
populations caused by gas bubble trauma (GBT). To achievethisgoal, the USACE is
examining a number of design alternatives that include modifications to dam structures as
well as dam operations. To evaluate the effectiveness of the different gas abatement
alternatives, the relative reduction in DGS has been chosen as one basis for comparing
the various alternatives.

In order to address the complex nature of DGS distributions in the river system and
biological exposure, numerical models of gas transport, gas mixing, and dynamic gas
bubble trauma were devel oped. These model s couple flow, DGS production, DGS
transport, and fish distribution information with a dynamic GBT mortality model. These
tools provide the capability to perform comparative evaluations of the various gas
abatement alternatives and to identify those alternatives that are most effective in
reducing DGS in the river system.

Two models were devel oped and applied to the Lower Columbia and Snake Riversin this
study. Hydrodynamics (velocities and depths) and transport were numerically smulated
using the Modular Aquatic Simulation System two-dimensional (MASS2) moddl.
MASS2 simulates the depth-averaged (plan view) values of water surface elevation,
velocity, temperature, and gas concentration. Note that since thisis a physi cs-based

Battelle, Pacific Northwest Division February 1999



DGAS How and Transport Modeling — Part 1: Summary 2

model incorporating the available river bathymetry data, it is capable of simulating both
impounded and natural river conditions under drawdown alternatives.

Fish exposure to total dissolved gas and other impacts can be ssimulated using the Fish
Individual-based Numerical Simulator (FINS) model. FINS provides the integration of
the physical and biological models by tracking the space-time position and exposure
history for groups of fish. The exposure histories, or logs, are then fed into the dynamic
GBT Mortality Modd described by Fidler (1998). The FINS model runs independently
and uses output from MASS2 to define the velocities and lateral gas distribution
information to the individual exposure model. FINS can provide a detailed picture of how
different gas abatement alternatives affect exposure and the resulting mortality.

The geographic domain that the models were applied to is shown in Figure 1. The
upstream limit of the model on the Columbia River is at Clover, ISand near Kennewick,
Washington. The upstream extent of the models on the Snake River is approximately 1
mile upstream on the Snake-Clearwater confluence near Lewiston, Idaho. The
downstream end of the model domain is near Columbia River Mile 110 which isjust
upstream of the confluence with the Willamette River near Portland, Oregon. The models
were applied to each individual reservoir or pool.

The overall report seriesis divided into a part for each application. The reservoirs or
pools are: Lower Granite, Little Goose, Lower Monumental, |ce Harbor, McNary, John
Day, The Dalles, and Bonneville. The final geographical section isreferred to as the
Tidal Reach which coversthe area from below Bonneville Dam to Columbia River Mile
110.
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Figure 1. Geographical domain wher e the M ASS2 two-dimensional hydrodynamic
and water quality model was applied in this study.
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2 MASS2 Hydrodynamics and Transport M odel

MASS2 is a two-dimensional -depth averaged hydrodynamics and transport model. The
model simulates time-varying distributions of the depth-averaged velocities, water
temperature, and total dissolved gas. The modd is coded in standard FORTRAN90 and
runs on a WindowsNT (compiled with Digital Visual Fortran90) or a Silicon Graphics
Unix system (compiled with M1PSpro Fortran90 version 7.2) platform.

The modéd is an unsteady finite-volume code that is formulated using the general
principles described by Patankar (1980). The model uses a structured multi-block scheme
on acurvilinear grid system. The coupling of the momentum and mass conservation
(continuity) equationsis achieved using a variation of Patankar’s (1980) SIMPLE
algorithm extended to shallow-water flows by Zhou (1995). Spasojevic and Holly (1990)
give an example of atwo-dimensional mode of this type.

2.1 Coordinatesand Grid System

The mode isformulated using an orthogonal, curvilinear coordinate system. The
governing equations are formulated in a conservation form using a full-transformation in
the curvilinear system (Richmond, et al. 1986). The physical coordinates (x1,x2) are
denoted by (x,y). The orthogonal computational coordinates (X, X2) are denoted by (x,h).
Note that the subscripts 1 and 2 in the following equations refer to the respective
coordinate directions.

When the physical coordinate system is Cartesian, the metric coefficients take the form
2 2 1/2
™)L (I
fix X
2 2 1/2
_ | I Ty
== +| =
SR

h, = metric coefficient in the x, or x direction

h

where

h,= metric coefficient in the x, or h direction
(x,y) = Cartesian physical coordinates, i.e. State Plane coordinates
(x,h) = orthogonal computational coordinates

2.2 Hydrodynamics
Depth-averaged equations for the conservation of mass and momentum are the following:
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Continuity (water mass conser vation) Equation

1d , (h,dV) _ f(hav)
qt X Th

hh, =0 (1)

where
d= water depth
t= time
U = depth-averaged velocity component in the x direction
V = depth-averaged velocity component in the h direction

U or x-direction momentum equation

hh, ‘H(dU)+‘H(hsz2)+'ﬂ(hldVU)+deV_ diz ghd =———= (Zb+d)
qit X Th fh fix 2

1 9(h,dT,) l'ﬂ(hldel) dih . dfh hh, .
rooax +r Th r gh T r ‘ﬂxT22+ r (ta-tn)

where
g = gravitational constant

r =fluid density
T, T, T, = effective stresses
Z, = channel bottom elevation
t,, = bottom shear stressin the x-direction

t o = surface shear stressin the x-direction

V or h-direction momentum equation

f(av) , Mhdov)  TRAVE) o, g e g T2+ 0)
fit fix fih fix fih fih 3)

19(hdTy,) , 19(hdT,)  dh, - dfh,o  hh
ro X +r fh r‘ﬂle2 r'ﬂhTll r(tSZ to)

hh

where
T, T, T, = effectivestresses
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Z, = channd bottom & evation

t,, = bottom shear stressin the h-direction

t ., = surface shear stressin the h-direction

s2

The components of the stresstensor, T,,,T,,, T,,, are the so-called effective stresses and

these are linearly related to the fluid strain rate in an incompressible fluid through the
following equations:

T, =2ngeg
T, =2mg, @)
TH:TZl:rTQ(Q’]
where
_19U  V 1h
-4 T 71
&% Th ™ “hh
_ 19V, U fh
=174 - T2
% T hh,

TV 1T(U
Q(qq = E_[— +ﬂ_[_J
h ix{h, ) h Thih
If a Bousinessg eddy viscosity modd is used to represent the turbulence stresses then the

viscosity coefficient in (4) is aturbulent eddy viscosity. A two-equation turbulence model
could be introduced in the future if necessary.

Bottom shear stressis computed using the following equations:

t, =rCUvU?+V?
t,=rCV-Ju?+Vv?

where the bed-friction coefficient is cal culated based on the Manning n-value roughness
using
C = 0( 4947

Surface shear stress resulting from wind can be computed using formulae similar to those
above for bottom shear stress, but using a wind-stress coefficient instead.
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2.3 General Scalar Transport

The governing equation for the transport of a scalar is obtained by applying the principle
of conservation of massto a fluid element. In orthogonal curvilinear coordinates the
governing equation is

f(dC) , f(h,duC) M(hdvC) _ 1(, e C), (., &, 1C
hh, Tt + X + h _W[EHW}Lﬂ_h[hlgﬂ_h}thhzs )

where
C = scalar concentration per unit volume
e; = turbulent diffusion coefficient in the x-direction
e = turbulent diffusion coefficient in the h-direction

S =sourceterm

2.4 Dissolved Gas Transport

24.1 Governing Equation
The conservation equation for depth-averaged total dissolved gasis

- h 1) fhl th h

it e j+ hhSos  (6)

where
C = depth-averaged total dissolved gas concentration (mg/l)
S = sources and/or sinks of total dissolved gas

Calculation of TDG pressures and saturations from a given concentration or vice versais
accomplished using the relationships presented in Colt (1984). The mass concentration
of TDG is computed as

_ (PTDG - PHZO )ba'r

Cioc = Y
Ay ¥

where

CTDG

apparent total dissolved gas concentration, mg/L;

Poc = total dissolved gas pressure, mm Hg;
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P,,0 = vapor pressure of water, mm Hg;

b

apparent Bunsen coefficient for air, L/L>atm;

ar

apparent molecular volume of air (with unit conversion), atm >./mgx
mm Hg;

A,

Air is assumed to be composed of a limited number, N, of individual gases. These are
shown in Table 1. The apparent Bunsen coefficient for air is computed as an aggregate
of the Bunsen coefficients for individual gas fractions:

N
abX
ba’r = Izi\j (8)
a X
i=1
where
b, = Bunsen coefficient for gas fraction i, L/L>»tm; and
X, = molefractionof gas i ;

The mole fractions used are those for atmospheric air and are shown in Table 1.
Individual gas fraction Bunsen coefficients are computed, as functions of temperature and
salinity (assumed zero), using relationships presented by Colt (1984, Appendix A), asis
water vapor pressure, P, , ! The apparent molecular volume of air is also computed as

an aggregate of individual gas fractions:

A,

' ©

S
aKbX +

¢
=G
1000 é
i=1 (%]

where K, istheratio of molecular weight to molecular volume, g/L, for gasfraction i,
the values of which are shown in Table 1.

! For brevity, these equations are not presented here.
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Table 1. Gasfractions used to compute gas mass
concentrations from gas pressures (Colt, 1984).
Mole fractions are for atmospheric air.

Gas Fraction X K, gL
Nitrogen (NO,) 0.78084  1.25043
Oxygen (O) 0.20946  1.42903
Argon (Ar) 0.00934 1.78419

Carbon Dioxide (CO;)  0.00032  1.97681

2.4.2 Surface Gas Exchange
The source term for air/water gas exchangeis of the form

S =K (C - C) (20
where
K. = surface transfer coefficient (m/day)
C+ = saturation concentration of air at the water surface (mg/l)

The surface transfer coefficient as a function of wind speed is given by a curvefit to
empirical data presented in O’ Connor (1982, Figure 6 intermediate scale data).

A genera cubic polynomial equation is currently implemented in MASS2 and the
coefficients are:

K, = - 0.0045\° +01535W7 - 05026W +0.6885

where
W = wind speed in meters per second (10 m above water surface)

The following figure graphically displays the rel ationship:
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Figure 2. Empirical Transfer Coefficient Relationship. Symbols arefield data
presented in O’ Connor (1982). Red lineisa 3@ order polynomial curve-fit.

In the future, it may be desirable to implement a mechanistic surface gas exchange
formulation along the lines presented by O’ Connor. However, given the uncertainties
associated with estimating the wind speed using remote measurements the curve-fit
relationship isused in the model at thistime.

25 Thermal Energy Transport

2.5.1 Governing Equation

Applying the principle of conservation of energy to a fluid volume, relating the internal
energy to temperature, and then depth-averaging yields

1(dT) , T(hduT)  f(hdvT) ‘H[hzgﬂJ ﬂ[hezﬂTJ+an 1)

= +— —2
1t Ix Th Ix h ix) Th{ "h 9h rc,

hh,

where
T = depth-averaged water temperature (deg C)
H = net heat flux at the water surface (W/m?)
r =water density (= 1000 kg/m®)

c, = specific heat of water at 15C° ( = 4186 Jkg-C°).

3
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2.5.2 Surface Heat Exchange

Heat exchange at the water surface is computed as the net heat flux which is represented
as

H=H,+H,-(H,+H,+H,) (12)
where

H = net surface heat flux (W/m?)
Hs= net solar shortwave radiation (W/m?)
Han= net atmospheric longwave radiation (W/mz)

Hp= longwave back radiation (W/m?)

He= heat flux due to evaporation (W/m?)

Hc= heat flux due to conduction (W/m?)

If measured radiation is available, the net solar shortwave radiation is computed as

Hm = Ha(l_ Rs) (13)
where
H. = netincoming short-wave solar radiation flux, W/m?;
H, = measured short-wave solar radiation, W/ m?; and
R, = albedo or reflection coefficient;
The abedo is computed as (Brown and Barnwell, 1987)
ad80a &’
R, = Ac—= (14)
ep o

where

a = solar dtitude, radians.

i1.18 forC, <0.1
1220 for0.1£C, <05
1095 for0.5£C, <0.9
{035 forC, >0.9
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and

i-0.77 forC <01

_ 1-097 for0.1£C, <05
"~ 1-075 forO5E£C,_ £0.9

- 0.45 forC_ >0.9

When measured radiation is not available, net incoming short-wave solar radiation is
estimated using (Brown and Barnwell, 1987)

H, =H,a(l- R){1- 0.65C?) (15)
where
H, = theradiation flux reaching the earth’s atmosphere, W/m?
a, = atmospheric transmission coefficient; and
C, = cloudiness as a fraction of sky covered.

H, in (15) isestimated using (Wigmosta and Perkins, 1997, Appendix C)

é360n uo

& 365 He " (1o

H, §i+ 0.033coseo

where

H

Eo

the solar constant, approximately 1360 W/ m?;

n = day of the year;
and the solar altitude is calculated using

gna =gnf gnd + cosf cosd cosh (A7)

where

—
1

dite latitude, radians;

o
I

declination of the sun, radians,

é284 +n uO

23. 45—S|n83p8 365 H

: and (18)

>
I

hour angle of the sun, radians;

Battelle, Pacific Northwest Division February 1999



DGAS How and Transport Modeling — Part 1: Summary 13

_ Pt
= E(TS 12) (19)

T, isthe solar time, in hours, given by

T. =T, +E(LSt - L
p

Ioc) + E (20)
where

T, = local time, hours,

L, = standard longitude for the local time zone (120p /180for the Pacific time
zone), radians,

L, = local longitude, radians; and
E = equation of time, hours

= (9.87sn2B- 7.53cosB- 1.58n B)/60 (21)

B = 2p(n- 81)
364

The net atmaospheric longwave radiation is computed using formula 2.1.1 in Edinger,
Brady, and Geyer (1974):

H, = 44" 10°°(T, +273)'|C, + 0031/, | (22)

where

—
1

, = air temperature (deg. C)

D
I

= air vapor pressure (mm Hg)

@)
I

. = Brunt’s coefficient (average value = 0.65)

The longwave backradiation is computed using formula 2.1.4 in Edinger, Brady, and
Geyer (1974):

H, =e,s (T, +27315)* (23)
b W s

where

T, = water surface temperature (deg. C)
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e emissivity of water (=0.97)

a

s” = Stephan-Boltzmann constant ( = 5.67x10° W/m*K*)

The evoporation heat flux is computed using formula 2.1.5 in Edinger, Brady, and Geyer
(2974):

H = f(W)(e-¢e) (24)

where
f (W) = wind speed function = 9.2+ 046W? ( W/(m? mmHg) )

W

wind speed (m/s)

(5]

a

air vapor pressure (mm Hg)
e,= saturation vapor pressure of air at the water surface at T, (mm Hg)

The conduction heat flux is computed using formula 2.1.11 in Edinger, Brady, and Geyer
(1974):

H, =047f(W)(T,- T,) (25)

where

f (W) = wind speed function = 9.2+ 046W? ( W/(m? mmHg) )

W = wind speed (m/s)
e, = air vapor pressure (mm Hg)
e, = saturation vapor pressure of air at the water surfaceat T, (mm Hg)

2.6 Discretization

The governing equations in the model are discretized using the finite-volume formulation
described by Patankar (1980). The power-law schemeis used for the convective-diffusion
terms. The time derivative is approximated using an implicit backward difference
scheme. The reader isreferred to Zhou (1995) for an example of the form of the
discretization equations in a Cartesian coordinate system. The orthogonal curvilinear
form of the dicretization equations used herein reduce to the Cartesian form when the
metric coefficients are unity.

It should be noted that the power-law scheme reduces to 1% order accuracy for high
values of the grid Peclet number (advection-dominated cases) and therefore introduces
artificial diffusion when the computational grid lines and streamlines are not aligned. In
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the majority of the river system considered here the artificial diffusion should be minimal
since the grid lines and streamlines will be approximately aligned with one another.
Higher-order schemes can be used to minimize artificial diffusion but thisincreased
accuracy comes at the price of additional computational effort that Y e and McCorquodale
(1997) estimate to be 40-70% more than the power-law scheme. Presently MASS2 uses
the power-law scheme, but it could be easily extended to include an option for a higher-
order method.

2.7 Velocity-Depth Coupling

The coupling of the momentum and mass conservation (continuity) equations is achieved
using avariation of Patankar’s (1980) SIMPLE algorithm extended to shallow-water
flows by Zhou (1995). Zhou’s method has been extended here to orthogonal curvilinear
coordinates in the present study. Asin Patankar (1980), a staggered numerical grid is
employed to avoid the computation of unrealistic depth and velocity fields.

2.8 Initial and Boundary Conditions

To numerically solve the system of governing equationsinitial and boundary conditions
must be specified. Initial conditions for each dependent variable (velocity, depth, and
Species) are assigned at the start of each ssimulation either as approximate values or using
the results of a previous ssmulation (i.e., hotstart or restart file). Boundary conditions are
specified at each boundary. At the upstream boundary the incoming velocity or discharge
is specified as a function of time for each cell and depth is extrapolated from the nearest
interior cell. At the downstream boundary the depth for each cdl is specified asa
function of time and zero gradient conditions are assigned for the velocity. Along the
shoreline, a zero gradient or dip condition is applied to the longitudinal velocity
component and the normal velocity to the shoreis set to zero. The depth is extrapol ated
from the nearest interior cell to the shore.

2.9 Solution Procedure

The discretization equations are implicit in space and time. The assembly of these
equations for each numerical element resultsin a system of linear equations that are
solved using a line-by-line tridiagonal matrix algorithm. Non-linearity and coupling of
the equations are handled through an iterative solution procedure.

The overall solution procedure is summarized as follows:
1. Readin general parameters and input/output file specifications.
2. Read in computational grid datafiles.
3. Setinitial conditions or read in a hotstart file from a previous smulation

4. Begin time marching loop
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5. Begin hydrodynamic iteration loop
6. Compute discretization coefficients

7. Solvefor velocity field

®©

Solve for depth-correction field
9. Compute new depth field
10. Update velocity field using depth-corrections

11. Return to step 5 until mass source is reduced to the desired level or the maximum
number of iterations for atime step are exceeded.

12. Solve scalar transport equation for each species
13. Write out data to output files

14. Return to step 4 for the next time step or stop if the ending date/time is reached.

2.10 Model Output

Simulation results from MASS2 are output as ASCII files that can be read by plotting and
post-processing software. Time-series records can be obtained at any user specified cell
location and time-frequency (i.e., every n time-steps). Spatial distributions over the
computational domain can also be obtained at a user-specified time-frequency.

Since the output isin the form of ASCII files the user has great flexibility to choose the
most appropriate graphics software. The plotsin this report were produced using
GNUplot (available at no-cost on the internet), TECPLOT from Amtec Engineering, and
IDL from Research Systems, Inc.

2.11 Test Problems

Two tests are presented to verify the performance of the model. Thefirst test caseisa
mixing problem in a short channe for which thereis an analytical solution. Thistest was
designed to verify the mass balance and transport equation solution method used in the
model. The second test case is a slope break problem designed to test the capability of
the modd to the transition to uniform conditions in an open channel flow. In this case,
comparisons can be made with analytical solutions for normal flow.

2.11.1 Mixing of two streamsin a straight rectangular channdl:

This test was conducted with arectangular straight channel 4000 feet in length and 100
feet wide (W). At the upper end a constant discharge rate of 1000 cubic feet per second
(cfs) was specified and at the downstream end the depth was specified to be 6 ft giving a
cross-sectional average velocity (u) of 1.67 fps. The channel was uniformly discretized at
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40 feet in the longitudinal (X) direction and 5 feet in the lateral (y) direction giving agrid
size of 100 x 20.

A conservative tracer is continuoudly released at the upper boundary of the channdl. The
left half (y<50 ft) of the channd has a higher concentration (C=200 units/ft®) than the
right half (y>50ft) at C=100 unitg/ft®. Lateral mixing of the two plumes occurs
downstream. At some location the two plumes are essentially completely mixed (C=150
units/ft®). An analytical solution to this problem is available for model comparison. The
analytical solution is made possible by the assumption of complete vertical mixing,
homogeneous and isotropic diffusion coefficients, and atemporally and spatially constant
flow field. Thetransverse mixing coefficient was set to 3 ft%/s. Comparison of the
modeled plumes with this analytical solution provides the model verification of tracer
trangport. The analytical solution is (after Fischer et a , 1979):

3 ¢+1/2+2n y¢- ]/2+2n)
C(xy)=C, § |ef Y  ef +
o =C.§ (a2 Jas )T
where:
x¢= xe, | UW?
yt=y/W

For this test problem was C, = 100 units/ft*> and a background concentration (Cy,) of 100
units/ft® is added.

Thelongitudinal variation in concentration at y =40 ft and y = 60 ft is shown in Figure 3.
The agreement between the analytical and model solution is quite good. At the end of the
channel the completely mixing concentration of 150 units/ft*is achieved indicating that
mass is conserved. Lateral tracer distributions are shown for the upper portion of the
channd in Figure 4 for cross-sections at 400 and 1000 ft. Figure 4 shows lateral tracer
distributions for the lower portion of the channel at cross-sections located at 2000 and
3000 ft. The numerical and analytical solution compare well; at x=2000 ft the numerical
solution underestimates mixing (though this within 0.15% of the analytical solution).

The solutions at x=3000 are indicated lateral mixing with a mixed value of 150 units/ft®.
The modeled concentration distribution is shown in Figure 5.
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Figure 3. Longitudinal variation of concentration for Test 1; solid lines are model
result and dashed lines ar e analytical solution (after Fischer et al 1979).
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Figure 4. Lateral variation at x=400 ft and x=1000 ft (top), and x=2000 ft and
x=3000ft (bottom); solid lines are numerical solution and dashed lines ar e analytical

solution (after Fischer et al, 1979)

Battelle, Pacific Northwest Division

February 1999



DGAS Flow and Transport Modding — Part 1: Summary 20

100 g

06T

\\\\l\\\\l\\\\l\\\\l\‘?"k

o
o

1000 2000 3000
X( feet)

Figure5. Horizontal distribution of conservative tracer for Test 1.

2.11.2 Normal Flow in a Straight Channel with a Slope Break

In the second problem, the channel is stegper in the upper half end with a slope of 0.0003
and in the lower half the dlope eases to 0.0002. This gives a bed elevation drop of 6 feet
in the upper half and 4 feet in the lower half for a channel length of 40,000 ft. The
channe width was 400 ft. The Manning's roughness coefficient was set to 0.035. The
computational time step was 4 seconds. The uniform longitudinal and |ateral
discretization was 400 and 20 ft respectively. A 1000 cfs discharge is specified at the
upper end of the channel and the downstream depth was held at 2.5 ft.

The analytical solution (in English units and for a wide channd) for the normal depth, yh,
and the normal cross-sectionally averaged velocity, u,, are:

- (149w\/_ )
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= Q
WY,
In the upper half of the channel, the normal depth is2.0804 feet (velocity 1.2017 fps). In

the lower half the normal depth is 2.3495 feet (1.0641 fps). The downstream depth is
held at 2.5 ft.

u

n

Because the downstream boundary depth (2.5 ft) islarger than the normal depth for the
lower section of the channel, a backwater curve is expected where depths decreasein the
upstream direction. If the channd islong enough, the depth should approach the normal
depth for the lower portion of the channel. Where thereis a break in the bed dope (i.e. at
X = 20000 ft), atrangtion is expected. Further up the channd, the depth should again
approach the normal depth for the upper portion of the channel provided that the
upstream reach islong enough. Figure 6 shows the velocity profile after the smulation
has converged and the depth profile. The analytical solution (using the above equations)
for the normal flow are also shown. The agreement between the analytical and numerical
solution isvery good. The numerical solution at the top of the upper channd is a depth
of 2.08 ft with avelocity of 1.202 ft/s; the errors are -.02% and +0.03% of the analytical
values respectively. The numerical solution at the top of the lower channel is a depth of
2.35 ft with avelocity of 1.064 ft/s; the errors are-.02% and +0.01% of the analytical
values respectively.
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Figure 6. Velocity (top) and depth (bottom) profilesfor Test 2; solid linesare
numerical result; dashed lines are analytically derived nor mal velocity and depths
for both upper channel- and lower channel.

Battelle, Pacific Northwest Division February 1999



DGAS How and Transport Modeling — Part 1: Summary 23

3 FINS(Fish Individual-based Numerical Simulator) — Exposure
M odel

The Fish Individual-based Numerical Smulator (FINS) is theintegrator of the physical
and biological models. FINS works by tracking the space-time position and exposure
history for groups of fish (the individual exposure model) and feeding those histories into
the dynamic GBT Mortality Model (the biological effect model) developed by Fidler
(1998). FINS can be applied pool-by-pool to evaluate the lateral mixing of gas plumes
and the specific project details such as changesin spill patterns and the resultant effects
on velocities, gas mixing, and fish exposure. FINS can provide a detailed picture of how
different gas abatement alternatives affect exposure and the resulting mortality.

FINS tracks large numbers of fish groups through each pool as “particles’ moving
according to user defined rules. The space-time position of each fish group is recorded
and their exposure history to dissolved gas can be logged. These records are called
“exposure logs’. The 2D hydrodynamic and transport model provides velocity,
temperature, and dissolved gas information that will be used to drive the fish group
movement and exposure calculations. This approach isflexiblein that different sets of
user defined fish behavior rules can be assigned and directly compared using the same
physical setting (velocity, temperature, and dissolved gas). Examples of “fish rules’
include relative movement versus water particle movement, differencesin day/night
movement, species dependent behavior, different depth distributions, and site specific
behavioral differences.

The exposure logs can then be fed into the dynamic gas bubble trauma mortality model
(DBGTM) to assess hiological impacts. The DBGTM model is described in Fidler
(1998).

FINS iswritten in Fortran90 using Microsoft’s Visual Development Environment and
Digital Fortran90 and runs on a Windows95/NT platform.

3.1 Background Review
A brief review of existing literature was made in two areas:

1. Genera information on particle-based smulation of individual fish movements

2. Specific information on salmonid smolt migration behavior relevant to smulation of
individual fish movements

Based on this review, a number of potential factorsthat could be considered in
simulations, and standard methods of performing such smulations, were identified.
Smolt actions that should be considered for inclusion in the ssimulation approach include:

Advection with local velocity (2D).

Active swimming with or against current (1D) as function of degree of smoltification

Battelle, Pacific Northwest Division February 1999



DGAS How and Transport Modeling — Part 1: Summary 24

Change transverse location relative to thalweg (1D), preference for near-bank or mid-
channd as function of species and age

Change vertical location (1D) as function of species-dependent depth preference, time
of day.

Random dispersion (2D) to account for variations in individual behavior
Correlated dispersion (2D)

Reflection off boundaries (riverbank, bottom) (2D)

Forebay dam-crossing delay

Sdlection of dam passage route

Mortality (predation, dam passage, other)

3.2 Initial Design and Data Structure

The FINS code is modular, with separate modules for initial release, passage through
individual reaches, and post-processing of output. Based on the factors and data needs
identified in the background review, a data and code structure was devel oped. Note that
FINS is being devel oped to operate in a stand-alone mode using previously computed and
stored hydrodynamic, dissolved gas, and temperature data from the MASS2 model.

3.3 Release Module

The release module establishes the initial conditions for smolts (location, time of release,
species type, etc.) at the beginning of the run. This module is written as an interactive,
terminal-based application. It prompts the user for a number of input parameters that
define the release characteristics for the batch of fish to be smulated, then writes the
resulting information in a standard format that is used for initialization of the first reach
aswell astransfer of information between reaches.

Therelease module allows for a variety of different conditions for the initial distribution
in time and space of released smolts. One or more smolt rel ease batches can be defined,
to accommodate multiple releases or multiple speciestypes. The releaselocation is
specified in terms of river reach coordinates; fish can be released at a single point,
uniformly over aline or rectangle, or randomly over aline or dliptical region. A pseudo-
random number generator is used to represent random variability in release points;
uniform and normal random distributions are provided as options for rel ease locations.
Time of release is specified in terms of hours relative to midnight on a reference date.
The time of release of a batch of fish can be a single point in time, uniformly
(determinigtically or randomly) distributed over atimeinterval, or normally distributed
with specified mean and standard deviation. Theinitial depth distribution can be all at a
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single depth, uniform with depth, normally distributed with mean and standard deviation,
or exponentially distributed with mean and maximum depths.

An example case was generated using the release module; selected results are plotted
below. In thisexample, the center release point was 100 meters downstream from the top
of thereach, and in the center of the channd. A normal (Gaussian) distribution of
locations was specified with mean at the center release point and standard deviation of 25
meters in both downstream and transverse directions, effectively forming a quasi-circular
release zone. The generated release points are plotted in Figure 1 below. Theinitial
depth, in this example, was specified as an exponential distribution with mean depth of
2.0 meters and maximum depth of 15.0 meters. A frequency plot (histogram) of initial
smolt depths as generated by the release module is shown in Figure 2 bel ow.

Sample Initial Distribution

500
450
400 -
350 - .
300 | rpash
250 - R
200 | SNEES
150 -
100 -
50 -
0 : : : :

0O 100 200 300 400 500

Downstream Location

Cross-Channel Location

Figure 7. Generated release pointsin plan view of 500 smoltsin a sample batch. A
nor mal distribution of locations, centered at (100,250) was used.
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Initial Smolt Depth Distribution

140

120 + ]
100 +
80 +
60 +

Frequency

40 +
20 +

0 +¥
Depth (0-15 meters)

Figure 8. Histogram of generated initial depths for 500 smoltsin a sample batch. An
exponential distribution with mean depth of 2.0 meters and maximum Depth of 15
meter s was specified.

3.4 FINSMain Module

The main module of FINS performs the numerical transport smulation. Thismoduleis
written as an interactive, terminal-based application. It utilizes asinput the initial fish
descriptions generated by the release module and a configuration file containing control
flags and transport parameters.

Downstream Migr ation

Downstream migration of smoltsis represented by four general processesin FINS:
1. Advection: Passive movement with the local water velocity

2. Dispersion: Random variationsin fish velocity (differing from local water
velocity) that arelinearly related to local water velocity. This essentially
represents the apparent effects of water velocity variations at scales smaller than
that explicitly modeled in the hydrodynamic simulation.

3. Diffusion: Random variationsin fish velocity (differing from local water velocity)
that are unrelated to local water velocity. This represents random velocity
variations due to fish swimming and allows fish to move out of low velocity areas
that they would otherwise be "stuck™ in.
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4. Correlated Random Walk: Both the diffusion and dispersion mechanisms are
uncorrelated in space and time. However, it isreasonable to imagine that if afish
is swimming faster than the local water velocity at one time, it will probably also
be doing so at the next time step. Thisis represented in the correlated random-
walk model by a probabilistic correlation between the random velocity variations
from one time step to the next.

The dispersion and diffusion processes are combined into a single diffusion-like process,
where the effective diffusion coefficient is the sum of the specified diffusion coefficient
and the product of the specified dispersivity and the local water velocity.

These processes are represented using three parameters. The advection process does not
require any parameterization, sinceit is purely determined by the local water velocities as
computed in the hydrodynamic code. The dispersion process is parameterized by the
dispersivity (units of feet). The value of the parameter, since it represents sub-grid-scale
velocity variations, should theoretically be smaller than the average grid spacing. The
diffusion process is parameterized by the dispersion coefficient (units of ft?/sec). An
overall diffusion coefficient (denoted D below) is obtained by combining the dispersivity
and diffusion coefficient as follows:

D=D+ aV

Where D' isthe specified diffusion coefficient, a isthe dispersivity, and V isthelocal
water velocity. The values of dispersivity and diffusion coefficient are specified in terms
of lateral (parallel to local flow direction) and transverse (perpendicular to local flow
direction) components, and can be speci es-dependent.

Simulation of Changesin Depth

The hydrodynamic simulation is depth-averaged, two-dimensional. Therefore, modeled
water velocity varies only in the plan view coordinates and cannot be used to drive
changesin smolt depth. Three alternative processes have been implemented to allow
variations in smolt depth (which in turn affects the depth-compensated total gas pressure
even though dissolved gas concentrations do not vary vertically in the moddl). These
three processes are:

1. Linear preference modd: Thismode assumes that smolts are generally surface-
oriented and have a specific preferred migration depth (distance from the water
surface). Thisfunction provides a"driving force" to move fish toward the
preferred depth at a rate that depends linearly on their current deviation from that
depth. Note that this model does not provide any means of moving away from the
preferred depth, so if used alone will lead to a constant smolt depth equal to the
preferred depth (once theinitial release conditions have been overcome). This
model is parameterized by two parameters: 1) the preferred depth (in feet), and 2)
the linear preference coefficient that scales the vertical velocity as a function of
deviation from the preferred depth.
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2. Exponential preference model: Thismode is similar to the linear preference
model, but assumes that the strength of the vertical velocity toward the preferred
depth is an exponential function of the deviation. This mode is aong the lines of
that derived from principles of light dissipation with depth and preference of
smoltsfor a particular level of light (see Zabd 1994). This model hasthree
parameters. 1) the preferred depth (in feet), 2) a constant coefficient "ps™, and 3)
an exponent "alpha’. Again, thismodd alone will not lead to any variation in
depth.

3. Random vertical velocity model: This model used random vertical velocities
generated in each time step. It is parameterized by a mean vertical velocity
(drift), generally taken as zero, and a variance in vertical velocity. Random
vertical velocities are assumed to be normally distributed, with the specified mean
and variance. Thismode will usually be combined with models 1 or 2 above to
generate random movements about a preferred depth, but can also be used alone
to generate a purely random depth history.

3.5 Model Testing

3.5.1 Disperson/Diffusion Testing

A rectangular model domain with a uniform velocity field was constructed as a test case
for the dispersion and diffusion functions. Because the velocity is uniform and known,
all spreading of particlesis due to the dispersion/diffusion, and analytical descriptions of
expected behavior are available. Based on advection/diffusion theory, the spatial
variance of particle locations should increase linearly with time as:

s?=2Dt

where D isthe dispersion coefficient and t is time. Diffusion and dispersion function are
combined into an overall dispersion coefficient D:
D=d, taV

where di« isthe local diffusion coefficient (random fish behavior) and a isthe
dispersivity, V isthelocal velocity.

In contrast to the hydrodynamic dispersion, di. is not dependent on the local water
velocity, but is purely random. This allows fish to "escape’ from stagnant areas. Note
that the hydrodynamic dispersion represents the effects of small-scale water velocity
variations, below the scale of the computational grid, whereas the diffusion function
represents random fish behavior.

For the tests, 100 particles were released into the fidld and tracked for 1 hour. The
gpatial variance of the particle locations paralld and transverse to the mean flow was
computed every 5 minutes. The following plot shows the particle variances (longitudinal
and transverse) as symbols, and the predicted linear relationship (based on the known
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velocity and the imposed longitudinal and transverse dispersivities). Thiscaseis
computed using only the dispersion (velocity-dependent diffusion) function. It can be
seen from this plot that the particle behavior tracks well with the expected behavior,
especially given the relatively small number of particles used to compute the simulation

variances.
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A second case was run using only the purely diffusive model (non-vel ocity-dependent).
Again, as shown below, the model results and theoretical prediction arein good

agreement.
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3.5.2 Testing of Numerical Time-Step Effects:

A series of modd runs were made, using advection only (no diffusion or dispersion), with
variable numerical time steps. The advection algorithm uses the local velocity
experienced by a particle at the beginning of atime step to move it over that time step. In
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the actual velocity field, velocities vary spatially, and therefore a small amount of
numerical error isintroduced by applying the velocity at the beginning of the time step
over thewholetime step. Asthetime step is decreased arbitrarily small, the error
diminishesto zero. These tests were made to demonstrate that the time step being used is
sufficiently small so as not to introduce significant numerical error into the model
solution.

In the examples previoudly run, we have been using atime step (dt) of 50 seconds,
chosen based on judgement of the relevant time scale of velocity variation spatially and
temporally. Note that thisis the same time step typically used for the transient
hydrodynamic simulations on which the particle smulations are based. To test the
validity of thistime step, the same case was run at time steps of 12.5, 25, 50, and 100
seconds, and the resulting model predictions compared graphically. The graph below
compares the results for dt = 50 seconds (red dots) and 100 seconds (blue dots). The dots
represent the simulated locations of a single fish released at a specified point, at various
times as it moves through the McNary pool. Since the two solutions do not directly
overlie one another, thereis clearly a noticeabl e effect introduced by increasing the time
step from 50 to 100 seconds.
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The next graph compares solutions for dt = 50 seconds (red dots) and dt = 25 seconds
(blue dots). Here the two solutions nearly overlie one ancther, indicating that decreasing
the time step to 25 seconds does not significantly improve the solution.
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Thefinal graph compares solutions at time steps of 12.5 seconds (red dots) and 25
seconds (blue dots). Again the two solutions are nearly coincident, indicating that no
significant gain in solution accuracy is achieved by refining the time step further.
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Based on these tests, it appears that a time step of 50 seconds provides an accurate
solution while minimizing the computational demands of the model simulations.

3.6 Parameter Estimation from PIT Data and Correlated Random Walk M odel

In this section we perform a preliminary travel time analysis based on 1996 PIT Tag data.
PIT data was downloaded from the Pacific States Marine Fisheries Commission ftp site
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(ftp.psmfc.org). Daily river flow data was downloaded from the University of
Washington DART website (http://www.cgs.washington.edu/dart/dart.html).

Scripts were developed to extract PIT records for which fish were observed both at
Lower Monumental (LMN) and McNary (MCN) Dams (unfortunately thereisno PIT tag
interrogation facility at Ice Harbor Dam). Information stored in these extracted records
includes the daily average flow at LMN on the day the fish passed LMN (kcfs), the daily
average flow at LMN on the day the fish passed MCN (kcfs), the fish's recorded length in
the LMN and MCN records, and the travel time between projects in days (computed from
the date and time the fish was observed at each of the two projects).

3.6.1 Travel Time Versus Mean Flow
171 records were found in the 1996 PIT data for fish in this class observed at both LMN

and MCN. The observed travel time (days) wasfirst plotted against the flow rate at LMN
on the date the fish passed LMN (kcfs):
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A linear trend line was fit to the scatter data, as shown on the graph above. Totest the
validity of thisrelationship, residuals (observed - estimated travel times) were computed
and plotted versus flow:

8
S o *
©
'g 4 - .0 @
x 2% o °
g 2 Q"?Q: :. N °
E
— 01
5 50 50 ¢ %&! ‘15* 200 250
- ° <

-4

Flow (kcfs)

Battelle, Pacific Northwest Division February 1999



DGAS How and Transport Modeling — Part 1: Summary 33

This plot indicates that variations from the linear mode are fairly random (do not exhibit
any systematic pattern), and that the linear model therefore explains well the portion of
variability in travel time that is due to flow variability.

A dightly higher R* was obtained using an exponential model with a small degree of
non-linearity:
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The corresponding residual s are plotted versus flow below, and again do not exhibit any
systematic pattern.
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To determine whether any of the remaining variability can be explained by the start date,
the resduals were plotted against start date. Below isa plot of start date (in Julian day)
versus the linear and exponential residuals.
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While the pattern doesn't appear to be totally random, it is difficult to identify any clear
relationship.

"Clusters' of fish released at or passing LMN at very similar flows (probably on the same
day) can be clearly identified in the flow vs. travel time plots above. Within these
groups, there appearsto be fairly consistent distribution of travel time with arange of + 2
days around the mean travel time for the group. The mean travel time for each group is
related to flow according to the regression equations (linear or exponential) defined
above. Therefore, the largest proportion of variability not explained by total flow
variations appears to be due to individual behavioral variations. Theseindividual
variations are represented in the FINS model in part by dispersion and/or diffusion
mechanisms, characterized by a diffusion parameter.

3.6.2 Parameter Estimation (s)

From Zabel [1994, p.52], the maximum likelihood estimator (MLE) for S (representing
diffusion in the advection-diffusion equation representation of fish migration) is:

Where Listhe distance between upstream and downstream observation points, Nisthe
number of fish observed, t, isthetravel time of theith fish, and t isthe mean travel time
of the group. The distance from Lower Monumental to McNary damsis the difference
between their location in river kilometers (measured from the mouth of the Columbia
River):

(599-470)* 1000/0.3048 = 423230 feet
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Case 1: Wild Spring Chinook

The mean travel time between LMN and MCN for the 171 PIT tag records considered
above (1996, wild spring chinook) is 4.136 days, which corresponds to an average travel
velocity of approximately 1.18 feet/second. The estimated parameter S , based on the
method of Zabel [1994], is approximately 80,300 ft/day”? . This correspondsto a value
of 24.5 km/day”?, which is consistent with the range of estimates reported by Zabel
[1994, Table 4.2, p. 69]. In our representation of the advection-diffusion equation, the
dispersion coefficient D corresponds to s%2 in Zabe's equation 4.3. Therefore, we
estimate D = 3.22 (10%) ft¥day. If we consider only the velocity-dependent portion of D,
D =aV whereV isthe mean velocity and a isthe "dispersivity". Thisleadsto an a of
approximately 31,500 feet. Note that thisisthe longitudinal dispersivity; no estimate of
transverse dispersivity can be obtained from PIT data. Also, thevalue of D or a for use
in afully two-dimensional mode with varying velocity should be smaller than those
derived for a one-dimensional model, because the effects of lateral, along-stream, and
temporal velocity variations (lumped into the one-dimensional dispersion coefficient) are
explicitly represented in the two-dimensional model.

Case 2: Hatchery Spring Chinook

In this case, there are many more observations (2013) available. Theresultsin terms of
the MLE parameter estimates are very similar to Case 1 (D = 3.31 (10°) and mean
velocity = 1.03 feet/second). The relationship between flow and travel time (shown in
the plot below) isalso very similar to Case 1.
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However, the variability in travel timeis smaller at higher flow rates, perhaps
representing the fact that under high flows there are fewer dack water areasin theriver,
and therefore less opportunity for individual fish behavior to affect thetrave times. The
individual variability appears to be larger for hatchery fish than for wild fish, with travel
times for groups of fish passing on the same day varying by as much as 12 days or more.
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The arrival time distribution can be derived from the bas ¢ advection-diffusion modd to
give (from Zabel, 1994, p. 49):

L -(L- rt)?
t) =
g(t) 205 7T exp[ s 2t j

Using the MLE parameter estimates derived from the data (r = 27.21 km/day; s = 24.78
km/dayY? L =129 km), thearrival time distribution predicted by the model can be
computed and compared to the actual histogram of arrival time data, asin the graph to the
left (bars = data; line/symbols = model):
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Although we have not performed a rigorous model test, the data and the modd visually
appear to conform quite well.

Relationship to FINS M odel:

In the FINS modédl, the average rate of fish migration (r) is not specified in this"lumped
parameter” fashion. Instead, fish move with the local flow velocity, as provided from the
hydrodynamic modd results. Thereisan ensuing mean migration rate for any particular
simulation run, but it results from the combined effects of all the local velocities
experienced by each fish, rather than being specified a priori. However, the dispersionis
modeled using a random-walk procedure, and therefore an a priori estimate of s (or
actually D or a in our formulation) isrequired. Because some of the variability reflected
in the estimate of s above will be explicitly accounted for by virtue of variable local
velocities, we expect that the appropriate value of s to usein the FINS model will be
something smaller than that derived directly from the PIT data. The FINS model was
executed using 100 fish and a variety of trial values of s, and the results compared to the
lumped modd prediction using the parameters derived from the PIT dataand the PIT data
histogram itself, therefore providing a calibration of the FINS model parameterization to
the PIT data.

The FINS model is configured to ssmulate fish movement from Ice Harbor Dam (IHR) to
McNary Dam (MCN), a distance of 78 km (48.5 miles). Flow conditions used were from
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the hydrodynamic model simulation corresponding to time: 07-08-1996 12:00:00.
Combined "dispersion” and "diffusion” effects were smulated with parameters as
follows:

a_. 1000 ft

D, 1000 ft¥/se

Dy 100 ft¥/se

Even using these unreasonably large parameter values (see discussion below), the mode
is unable to reproduce the degree of variability in travel times observed in the PIT tag
data. The graph to the right shows the histogram of simulated travel times (in days) as
vertical bars, and the distribution as predicted using the 1D advection-diffusion with
parameters estimated from the PIT tag data as the curve with square symbols.
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Comparing the FINS simulation results to the lumped-parameter model fitted to the PIT
data, we observe two things:

1. Thedegree of variability (spread) in travel timesis smaller in the FINS results, and
2. Thepeak isdightly later in the FINS results (indicating a dower mean fish velocity).

The mean fish velocity from the PIT datais 27.2 km/day, and that derived from the FINS
simulation is 28.4. However, considering that thereis no explicit control of the rate
parameter "r" in FINS, thisisafairly good correspondence. Also, thereislikely to be
some variation of "r" as afunction of flow rate (see Zabel [1994]) which has not been
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considered in the parameter estimate used here. Therefore, the reasonably good
correspondence lends support to the conceptualization of passive advection of fish with
thelocal water velocity as the dominant mode of average migration.

The variability in arrival times, on the other hand, is problematic. Consider the
implications of alongitudinal diffusion coefficient (diffx) of 1000 ft¥/sec:

dx = DSQRT(24.0*di ffx*dt)

The maximum displacement in a single time step is given by dx/2 where dx is defined in
theline of code above. (Note: in the FINS code, the calculations are performed on a
transformed grid, which requires scaling dx by a metric coefficient, not shown in this
code fragment. However, this part represents the corresponding displacement in thereal
coordinate system.) Assuming atime step dt of 50 seconds, the maximum displacement
is approximately 550 feet, which would require a sustained swimming velocity of 11
feet/second for 50 seconds. Combine this with a vel ocity-dependent dispersion of
another 1000 ft%/sec (assuming alocal flow velocity of 1 ft/sec), and the fish now has to
swim more than 20 ft/sec for 50 seconds to achieve the maximum dispersive
displacement. And even under these unrealistic conditions, the smulated results do not
have the degree of variability required to match the PIT tag observations. We conclude,
therefore, that while a 1D lumped-parameter model based on a smple advection-
diffusion approach can reproduce observed trave time distributions well in a population
sense, the individual behavior implied by this modd is entirely unrealistic.

Asapoint of reference, we used the FINS simulated arrival times using the parameters
above as input to the MLE parameter estimation methods and obtained a value of 9.9
km/day"? , which can be compared to a value of 25.8 km/day"? estimated from the 1996
PIT tag data as well as values ranging from 15.7 to 39.6 reported by Zabel [1994, p.69].
Again, these values imply local dispersive displacements that are unrealistic given actual
fish swimming abilities.

There are several possible approaches that could help to bring FINS simulation results
and PIT tag observations into agreement while maintaining realistic fish swimming
velocities:

1. Useaveocity preference model wherein some fish preferentially seek low
velocity flows and others seek high velocity flows. The degree of preference
could be related to fish age or length, with more mature fish tending to stay in
high velocity areas of theriver. Because a given fish would consistently
experience high (or low) velocities, the cumulative effect over time would be
to reduce (or increase) the overall travel time relative to other fish, and
thereby increase the variability in travel times without requiring high
swimming velocities at any particular time step.

2. Introduce a deterministic swimming function that would be added on to (or
subtracted from) the local water velocity, again perhaps as a function of fish
maturity. With a negative (against the flow) swimming function, a fish could
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actually "hold up" in low-velocity regions for some time; a positive swimming
function would allow some fish to arrive at the downstream point significantly
ahead of the corresponding water packet.

3. Introduce a dam-passage delay at the MCN endpoint (since PIT tags are not
interrogated until the fish has entered the bypass facility). If the delay time
were variable (probabilistic), overall travel time variability would be
enhanced.

4. Useacorrelated random-walk approach, wherein the dispersive component of
migration at any particular time step is correlated to that in the previoustime
step. Thisisintuitively sensible, since afish moving fast relative to flow in
onetime step islikey to continue in the same manner in the next time step. In
fact, thisissimilar toitems 1 and 2 above, both of which would have the
effect of correlated behavior over extended periods of time.

3.7 Correlated Random Walk Test:

FINS contains a subroutine (random number modul€) to generate a correlated sequence
of random numbers (as dispersive displacements). The input configuration file allows the
user to select whether to use a correlated or uncorrelated random walk method. The
actual dispersion code (behavior module, subroutine "disperse”) isthe samein either
case; the only difference is that the random number seriesin the correlated caseis
modified to introduce temporal correlation. The method used to introduce correlation is:
rL=r_,+a(x - 05

where r, represents the sequence of random variates to be generated, x. isauniform
pseudo-random variate on the interval [0,1] (generated using IMSL library functions),
and ais a parameter that controls the degree of correlation. Intuitively, a representsthe
degree of change in the random number allowed from one time step to the next (if a= 1,
the maximum possible changeis 0.5). If ais zero, the sequence is perfectly correlated.
This approach is aong the lines of a first-order mixed autoregressive-moving average
(ARMA) mode (e.g., Payne (1982), p. 201). In thisimplementation, the valuesof r, are
further constrained to the interval [0,1] by truncating any values outside that range. An
example sequence generated using a=0.1 is shown in the figure bel ow:
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In this example, each fish ismoved for 72 time steps ( 1 hour), requiring two sequences
of random variates of length 72 (one for longitudinal and one for transversal dispersion).
Three series, and part of afourth, are shown. For comparison, the corresponding
sequence of completely uncorrelated random numbers is shown below.
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The same test case as described in the above sections was run, this time using both
uncorrelated and correlated (a=0.1) sequences of random numbers. However, the overall
dispersion coefficient was set to a value of 75 ft?/sec (corresponding to a maximum fish
sustained swimming velocity of 3 ft/sec), divided between vel ocity-dependent (25 ft?/sec)
and vel ocity-independent (50 ft?/sec) components. Note that these values are 1) much
smaller than the values used above to try to match the PIT tag data using uncorrelated
displacements, and 2) physically plausible. A comparison between the arrival time
distributions under the correlated and uncorrelated cases is shown below.
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As expected, the correlated random walk method leads to a much wider distribution of
arrival times (note that uncorrelated is plotted on theright vertical axis; correlated on the
left vertical axis).
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The graph below shows the comparison between the modeled arrival distribution from
FINS (using correlated random walk) and the arrival distribution from the 1D [umped-
parameter mode fitted to the PIT tag data. Thefit is much better than the uncorrelated
random walk results, and employs parameters that have plausible physical interpretation.
Therefore, the correlated random-walk method appears to be a much superior
representation to the pure advection-dispersion method with uncorrelated local
displacements.
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Using the 100 simulated (FINS) travel times asinput to the MLE parameter estimate
method of Zabel [1994], the corresponding s is 23.3 km/day*?, closeto the value of 24.8
derived from the PIT data and within the range of values reported by Zabel [1994].

3.7.1 Travel timevariability due to velocity variations only

The correlated random walk quantifies an aspect of fish behavior -- how afish moves
relative to the local velocity it is experiencing. However, some of the variation in travel
time observed is due smply to the different local velocities experienced by fish at
different locationsin theriver. To evaluate the contribution of hydrodynamic velocity
variations on travel time distribution, we ran the FINS model with a small transverse
diffusion coefficient of 2 ft*/sec (using only non-velocity dependent "diffusion”), and no
longitudinal diffusion or dispersion, which alows fish released at the same point in time
and space to spread out laterally and thereby sample different velocities within the
velocity field but does not affect their downstream position.

The simulated travel time distribution is very narrow, with all fish arriving in 2.2 to 2.6
days (as opposed to the 1 to 6 day range suggested by the PIT data). The MLE estimate
of s derived from the simulated travel timesis 1.0 km/day”?, much smaller than that
derived from the PIT data The mean travel rateis 33.0 km/day, as opposed to 32.4
km/day using the correlated random walk and 27.2 km/day estimated from the PIT data;
these deviations are probably within the range of variability caused by large-scale flow
fluctuations and may not be significant.
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This result suggests that the "average" fish is passive in its migration (as suggested by
Smith, 1982), moving with the bulk river flow. However, individual fish vary widely in
their behavior in away that cannot be explained by passive movement with locally-
varying velocities, some fish consistently move more slowly than the average flow and
others swim rapidly downstream. This behavior appears to be represented fairly well by
the correlated random walk method.

3.7.2 Possible Concerns

Although the correlated random walk leads to adequate representation of the population
arrival times (based on PIT data), and does so while employing a parameterization that is
consistent with fish swimming abilities, there remain some practical concerns that may
significantly impact dissolved gas exposure histories. Foremost among these is the
likelihood that "dow" fish will tend to frequent shallow, slow-moving areas of the river
for extended periods of time, and "fast" fish will tend to frequent the main channd areas
where flow rates are high. While this behavior is well-represented macroscopically (i.e.,
in terms of population arrival times) by the correlated random walk, the actual positions
of "dow" and "fagt" fish in the river at various timesis not directly controlled by this
method. That is, a"dow" fish in the mode could be in afairly high velocity area and be
exhibiting strong swimming against the flow (not a likely scenario in theriver, at least
over asustained time period). Or a"fast” fish in the model could be swimming rapidly
through low-velocity areas, again probably not a physically realistic scenario over a
sustained time period. To aleviate this problem, we should consider adding a
behavioral component to the modd that is related to velocity- or depth-preference,
varying by individual (perhaps as a function of age or length).

3.8 Post-Processing Module

A large number of particles over along period of time can be smulated without
experiencing problems with memory or computer time limitations. A test run using 1000
particles moving over atwo-day simulation period was made successfully. Because of
the large size of the output data files resulting from larger runs, a binary output format
was adopted for printing gas, temperature, and depth histories to disk.

A post-processing module (FINS PostPro) was developed. This code, written as an
interactive, terminal-based application, reads in the binary output file created by the FINS
main module, and summarizes the individual fish histories in two ways.

1. Average of dissolved gas, temperature and depth over all fish at each time step
(ensemble averaging), and

2. Average and specified quantiles of dissolved gas exposure levels for each individual
simulated fish. The mean and median dissolved gas level experienced by each fish is
computed, along with the minimum and maximum observed by each fish and the 10"
and 90™ quantiles.
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In both cases, the user can specify with an input flag which measure of dissolved gas
level isdesired (e.g., TDG in mg/L, TDG Pressure in mm Hg, Depth-compensated delta-
P (mm Hg), etc.)

Example graphs using the output from the post-processor are shown below:
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Average history of depth, temperature, and dissolved gas level (depth-compensated
delta-P), averaged over all 50 fish.

3.9 Current Statusof FINS

The field data necessary to compl ete the parameterization and verification of FINS were
not available in time to compl ete those tasks. Thus there are no example applications at
this time that compare the simulated fish movement to radio tracked or hydro-
acoustically monitored fish. The necessary data will become available in late 1998 for
McNary pool and FINS can then be parameterized and verified using those data.
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4 Model Application

The section discusses the general aspects of the application of the models to the eight
reservoirs and the tidal reach. Typical examples are provided of the procedures, data
types, and data sources that were used in each application.

4.1 Model Grid and Bathymetry

The computational grids were generated using the Gridgen 9.1 code. Gridgen 9.11s
software for the generation of 3D, multiple block, structured grids. The code was
developed for NASA Ames Research Center (Steinbrenner and Chawner, 1995).

To create the grid, a data file containing discrete geographical locations that outline the
river shoreline was imported to Gridgen. In Gridgen, curves containing the data points
were created and joined to enclose 2-dimensional flow regions. Grid spacing was set in
each flow region and the grids were smoothed using the Gridgen dlliptic solver. The
elliptic solver was used to minimize grid twist and skew. The flow regions were then
joined end to end in the downstream direction to make up the entire flow domain and the
entire 2-dimensional grid was written to file. Typical model grids are shown in Figure 9.
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Figure9. Model grid near McNary (above) and John Day (below) dams.

Once the grid was created three-dimensional representations of the river bottom and
surrounding shoreline were used to generate bottom e evations for the hydrodynamic
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model. Bathymetric data for the Columbia and Snake Rivers was gathered from the
various sources; data were primarily obtained from USACE Portland and Walla Walla
Digrictsand NOAA navigational charts. Figure 10 shows a typical set of bathymetric
survey data near Ice Harbor Dam. Using the Arc/Info® GI S software system, the data
was converted to a consistent coordinate system and datum, and combined to build a
triangular irregular network (TIN), which represented the river bottom and shore as a
three-dimensional surface. An example of a bathymetric surface for The Dalles poal is
shown in Figure 11. Once the surface was produced, it was “sampled” at the necessary
grid locations to produce the bathymetry required by the hydrodynamic model grid.

/\./ NOAA Navigation Chart Contours
NOAA Navigation Chart Depths

Ice Harbor Navigation Channel (1995)
Strawberry Island (1995)

Ice Harbor Forebay (1993)

Ice Harbor Tailrace (1993)

McNary Pool Survey (1997)

_*z

0 0.5 1 1.5 2 2.5 Miles

Figure 10. Bathymetric data near |ce Harbor dam.
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Figure11 Color representation of The Dalles pool bathymetric surface
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4.2 Boundary and Initial Conditions

Once the modd grid has been developed for a particular case, the next step in the
application processis to develop the boundary and initial conditions. Initial conditions
are the starting or initial values of the dependent variables throughout the model grid
domain. Boundary conditions are values of the dependent variables or source terms (i.e.
surface heat transfer) that are assigned at the upstream, downstream, and water surface
boundaries of the model. A steady-state ssimulation can be performed by holding the
boundary conditions constant in time and running the model until the dependent variables
no longer change as a function of time. Assigning time-varying boundary conditions
yields an unsteady simulation. All of the ssimulations are unsteady unless otherwise noted.

4.2.1 Project Operations

Project operations data from CHROM S were used to establish the inflow discharges and
forebay elevation at the upstream and downstream model boundaries. These data
provided hourly spillway flow, power house flow, and forebay elevation. The Dalles Pool
Summer 1996 study period provides an example (shown in Figure 12 and Figure 13) of a
typical set of hourly total spill powerhouse flows, and forebay elevation conditions.
These flows and elevations were uniformly distributed across the corresponding part of
the modd grid.

John Day Dam Operations
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Figure 12. John Day dam operations during The Dalles Summer 1996 study.
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The Dalles Dam Operations
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Figure 13. The Dalles Dam oper ations during The Dalles Summer 1996 study
period.

4.2.2 Water Quality

In each case an initial set of simulations were done using the latest regression eguations
relating TDG production to spillway discharge and forebay fixed monitor (FMS) data for
temperature and turbine TDG levels to assign inflow boundary conditions. These cases
areidentified as FMS-BC.

Data from the permanent fixed monitor located at the upstream dam forebay was used to
establish temperature at the upstream model boundary. Station data were taken from the
FMS database. Temperatures measured by the station (example shown in Figure 14)
were used for both spillway and powerhouse flow. TDG pressures measured by the
station (example shown in Figure 15) was used to compute TDG concentrations (example
shown in Figure 16) for the power house flow. Spillway TDG gas pressures and
concentrations (examples aso shown in Figure 15 and Figure 16, respectively) were
estimated using the TDG sourcing function (gas production equation) for the upstream

dam.
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Figure 14. Water temper ature at John Day dam during The Dalles
Summer 1996 study.
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Figure 15. TDG pressure at John Day dam during The Dalles
Summer 1996 study period.
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Figure 16. Computed TDG concentration at John Day during The
Dalles Summer 1996 study.

In each case a second set of ssimulations were done using model boundary temperature
and dissolved gas concentrations that were established at the upstream boundary using
the temporary pool study monitors (TM). These cases are identified as TM-BC.

For example, five temporary monitors were located in the John Day tailrace during the
Summer 1996 study period, as shown in Figure 17 (station TDA21585P was not used for
establishing boundary conditions). The temperatures and TDG pressures recorded by
these monitors are shown in Figure 18 and Figure 19, respectively. TDG concentrations
computed from the measured TDG pressures and temperatures are shown in Figure 20.
The transport simulation boundary was established at grid row 19 of block 1 (shown in
red in Figure 20). Temporary monitor TDG concentrations and temperatures as follows
along the modd grid:

TDA21639P: columns 1 to 3;
TDA?21604P: columns 4 to 6;
TDA?21603P: columns 7 to 9;
TDA?21602P: columns 10 to 14; and

JDADTDP: columns 15 to 24.
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The Dalles Pool
Summer 1996

° Temporary Monitors
. Fixed Monitors

Figure 17. Locations, relative tothe model grid, of temporary monitorsduring The
Dalles Summer 1996 study period.
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Figure 18. Temperatures measured by temporary monitor s near
John Day dam during The Dalles Summer 1996 study period.
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Figure 19. TDG pressures measured by temporary monitors near
John Day dam during The Dalles Summer 1996 study period.
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Figure 20. TDG concentrations computed from temporary monitor
data near John Day dam during The Dalles Summer 1996
study period.

4.2.3 Meteorological Conditions

55

Atmospheric conditions were considered constant over the entire pool in each simulation
case. Data from the nearest National Weather Service (NWS) station were used to assign

air temperature, dew point temperature, cloud cover, and wind speed unless otherwise

noted. The barometric pressure measured at fixed monitor station was applied within the

pool. Net incoming short-wave solar radiation was assigned using the WeatherPak
database collected by the DGAS field team or using the equationsin Section 2.5 if field

data were not available.

The Summer 1996 study in The Dalles Pool provides a set of example meteorological
boundary condition data used in the model. The Dalles, Oregon, air and dew point
temperature (Figure 21) and wind speed (Figure 22) were used from the NWS weather

database. Barometric pressure (also shown in Figure 21), measured at the TDA FMS, was

considered to apply over the entire modeled area. Measured short-wave radiation was

available from the WeatherPak database for a short time during the Summer 1996 study.
That record was extended by estimating total incoming radiation using NWS The Dalles

dew point and cloud cover data. Cloud cover was assumed to be zero (clear skies) if
cloud cover data was missing from the The Dallesrecord. Net incoming solar radiation
based both on the estimated total solar radiation (Section 2.5) is shown in Figure 23.
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Figure 21. Air temper atur e, dew point, and bar ometric pressure used

during The Dalles Summer 1996 study period.
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Figure 22. Wind speed used during The Dalles Summer 1996 study period.
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Figure 23. Net incoming short-wave solar radiation based estimated
total radiation used during The Dalles Summer 1996 study
period.

4.2.4 |nitial Conditions

In all casesthe model was started from somewhat arbitrary water depth, velocity,
temperature, and dissolved gasinitial conditions. The model was run for several days
using the operations boundary conditions prior to the start of the field data-sampling
period to allow it to “spin-up” to a consistent set of dependent variable distributions.
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5 Summary of Results

5.1 Overview of Simulations

To verify the performance of the hydrodynamic and transport model, simulations were
done that corresponded to the DGAS field data collection studies. Simulated velocities
were compared with field measurements collected with an acoustic doppler current
profiler (ADCP). Total dissolved gas and water temperature simulations are compared
with corresponding measurements using temporary monitoring (TM) instruments and to
the permanent, fixed-monitor system (FMS) dissolved gas monitoring stations. The field
studies were conducted during the Spring and Summer time period when spillway
discharges occur due to high-runoff or as required by fish passage criteria. As noted in
Table 2, atotal of 17 and 22 cases were performed to verify hydrodynamics and water
quality, respectively. In the water quality cases simulations were done using both FMS
and TM boundary conditions (with the exception of Lower Granite pool).

Table 2 Summary of casesthat were simulated.

Simulation

Hydrodynamics Cases

Water Quality Cases

Lower Granite Pool

Little Goose Pool

Lower Monumental Pool

Ice Harbor Pool

McNary Pool

John Day Pool

The Dalles Pool

Bonneville Pool

Tidal Reach

Spring 1997

Spring 1997
Summer 1997

Spring 1997
Summer 1997

Spring 1996
Spring 1997

Summer 1996
Spring 1997

Spring 1997
Summer 1997

Spring 1996
Summer 1997

Spring 1996
Summer 1997

Spring 1996
Summer 1997

17 Total Cases

Spring 1997

Spring 1997
Summer 1997

Spring 1996
Spring 1997
Summer 1997

Spring 1996
Spring 1997

Spring 1996
Summer 1996
Spring 1997

Spring 1997
Summer 1997

Spring 1996
Summer 1996
Summer 1997

Spring 1996
Summer 1996
Summer 1997

Spring 1996
Summer 1996
Summer 1997

22 Total Cases
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5.2 Parameter Selection

The key model parameters are the time-step, Manning roughness coefficient (n-value),
turbulent eddy-viscosity, turbulent diffusion coefficient, and the allowable residual mass
error. In general, the time-step used in the model was 50 seconds. Certain periods of low
flow in the Tidal Reach required a time step of 30 seconds. Bonneville pool required a 25
second time step due to the complex, shallow bathymetry in The Dalles tailrace region.
Manning n-values were established for each pool by comparing the ssimulated tailwater
elevations to that measured at the upstream dam. Turbulent mixing for mass and
momentum were adequately represented by constant mixing coefficients of 0.5 ft%/sec
and 0.2 ft?/sec, respectively.

Various sources of uncertainty prevented using atraditional model calibration/validation
exerciseto establish optimal parameters. The primary source of uncertainty isthe rate of
TDG mass influx at the upstream boundary. Concurrent concentration and vel ocity
measurements at the upstream model boundaries were not available except for very brief
periods. Additional sources of uncertainty arise from several sources, including: shoreline
locations, vertical and horizontal error in the bathymetry, project operations,
extrapolating remote meteorol ogical datato each pool (most of which arein narrow
canyons), horizontal location and compass bearing errorsin the ADCP data, and
horizontal location and instrument error in the TDG measurements. Note that the
instrument error in the TDG measurements is estimated to be +-2% in saturation.

Since the principal intended use of the models is to evaluate relative differences between
alternatives the present approach of using a consistent set of mixing parameters for all
poolsis adequate and preferred over tuning the model to any particular set of data. It is
important to maintain a consistent basis for comparisons. In addition, the results show
that the absolute performance of the model compared to the field data is very good in
most of the cases. The fact that the model water quality simulations do compare well in
most casesisduein large part to the strong dependency on the upstream influx condition
and that the methods used to assign that influx to the model are reasonable.

5.3 Lower Granite (LGR)

Lower Granite pool extends from the forebay of Lower Granite Dam (LGR) near Snake
River Mile 107.5 up the Snake and Clearwater Rivers until the backwater influence from
the dam fades away. The confluence of the Snake and Clearwater Riversis at Snake
River Mile 139.2. The MASS2 model domain extended from LGR to approximately
Clearwater River Mile 0.9 and Snake River Mile 141.8; the upstream boundaries of the
model are at those locations.

This section only shows examples from the complete set of simulations. Additional
details in the form of plots and summary tables are presented in Part 2 of the report series
(Richmond and Perkins, 1998a).
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5.3.1 LGR Hydrodynamics

Simulations to compare the model hydrodynamics with measured ADCP data were
performed for the Spring 1997 case. That was the only DGAS collected field data
available. Upstream water discharge boundary conditions were devel oped using the one-
dimensional MASS1 unsteady flow model (Richmond and Perkins, 1998j). Using hourly
discharge data further upstream on the Clearwater and Snake Rivers, MASS1 was used to
route those flows downstream to the MASS2 upstream boundaries. An example of the
comparison between modeled and measured depth-averaged velocities is shown in Figure
24 in the forebay area of LGR. A snapshot of the ssimulated velocity distribution is shown
in Figure 25 for the area near Silcott 1dand.

ADCP Transect 04-04-1997 09:34
Simulated
Observed

5 fps
_—

07

Figure 24. Simulated and observed depth-averaged velocities near Lower Granite
dam April 4, 1997.
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Figure 25. Spatial Velocity Distribution in LGR pool near Silcott I sland.

5.3.2 LGR Water Quality

DGAS Field measurements were only available for a Spring 1997 case. Unfortunately,
the deployment period was prior to the start of the spill season. Thus the smulations
show only small TDG variations that are introduced at the upstream boundaries on the
Snake and Clearwater Rivers. Since the MASS2 model did not extend to Dworshak or
Hells Canyon Dams only boundaries conditions using temporary monitors (TM-BC)
could be used. Time series plots of model results as compared to field data are shown in
Figure 26 and Figure 27.
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Figure 26. Temperature and total dissolved gastime series near Snake River mile
123.7 for the LGR Spring 1997 pool study.
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Figure 27. Total dissolved gas pressure and satur ation time series near Snake River
mile 123.7 for the LGR Spring 1997 pool study.

A gtatistical summary of the model performance is shown in Table 3. The table shows the
average and standard deviation for the model and measurements over the comparison
time period. The root mean square error (RMYS) is also computed. Table 4 shows the
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percentage of time the modd is within the performance (plus or minus) criterianotedin

thetable.

Table 3. Statistical summary of measurements and simulations at
river mile 123.7 during the LGR Spring 1997 pool study.

Station Measured Simulated Measured Simulated RMS
Ave. Ave. Std.Dev Std.Dev. Error
Temperature
LWG12371P 8.33 8.3 0.19 0.23 0.1
LWG12372P 8.27 8.29 0.19 0.22 0.09
LWG12375P 8.31 7.8 0.2 0.21 0.52
Concentration
LWG12371P 33.08 33.26 0.2 0.17 0.2
LWG12372P 33.19 33.28 0.18 0.18 0.13
LWG12375P 33.12 33.29 0.19 0.17 0.18
Gas Pressure
LWG12371P 783.34 789.05 2.93 2.67 6.1
LWG12372P 784.88 789.03 2 2.46 4.97
LWG12375P 783.85 780.51 3.48 2.85 3.76
% Saturation
LWG12371P 104.55 105.97 0.57 0.66 1.61
LWG12372P 104.75 105.97 0.41 0.58 1.42
LWG12375P 104.62 104.82 0.57 0.62 0.68

Table 4. Per centage of time during the simulation wher e the computed value
iswithin the given variance compar ed to the measur ements at
rivermile 123.7 for the LGR Spring 1996 study.

Station

LWG12371P
LWG12372P
LWG12375P

5.3.3 LGR Summary

1.00C

100
100
100

1.00 mg/I

100
100
100

38.00
mmHg
100
100
100

5.00% Sat.

100
100
100

All the moddl ssimulations had aRMS error of lessthan 1 degree C and 5% saturation for
all the LGR cases. Thisisnot surprising given the use of TM-BC and since the
simulation and data collection periods did not overlap the spill season.

54 Little Goose (LGO)

Little Goose pool extends from the forebay of Little Goose Dam (LGO) near Snake River

Mile 70 to the tailrace of Lower Granite Dam at River Mile 107.5. The MASS2 modéd

domain extended from over the entire pool between the two dams.
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This section only shows examples from the complete set of simulations. Additional
details in the form of plots and summary tables are presented in Part 3 of the report series
(Richmond and Perkins, 1998b).

54.1 LGO Hydrodynamics

Hydrodynamics simulations were performed for the Spring 1997 and Summer 1997
ADCP data collection periods. An example comparison from the LGO Spring 1997 case
isshown in Figure 28. Thisfigure also shows the errorsin horizontal coordinate position
that was present in many of the ADCP transects. The data are still useful for qualitative
evaluation of the model performance. Figure 29 shows a snapshot of the smulated
velocity distribution for a reach downstream of Lower Granite Dam.

5 fps
Observed ———=
Simulated
ADCP Transect 04-08-1997 12:34

Figure 28. Simulated and obser ved depth-aver aged velocities near Lower Granite
dam on April 8, 1997.
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Figure 29. Simulated Spatial Velocity Distribution in LGO pool.

5.4.2 LGO Water Quality

Comparison simulations were done for the LGO Spring 1997 and Summer 1997 water
quality sampling periods. Figure 30 shows the simulated and measured dissolved gas
pressure and saturation just downstream of Lower Granite Dam at the fixed monitoring
site. This simulation used the FMS-BC and since the gas production equation was
developed using the FM S data the model performswell. This general trend was observed
in the other pools as well. However, as shown in Figure 31, use of the FMS-BC
underestimates the TDG mass loading compared to the TM data. This trend was also
consistently observed in the downstream comparison locations. This supports the
conclusions from the field and physical model studiesthat afairly large percentage of the
powerhouse discharge is being entrained into the spillway flow and being supersaturated.
Estimates of this effect need to be incorporated into the specification of any gas
abatement alternative; appropriate gas production algorithms will have to been devel oped
for the modd boundary conditions.
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Figure 31. Total dissolved gas pressure and satur ation time series near Snake River
Mile 106.7 for the LGO Spring 1997 pool study (FM S-BC).

54.3 LGO Summary

Table 5 compares the performance of the model to the measured field data. The table
shows the number of times the modd was within or outside of the stated RMS error. This
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was calculated by summing over the total number of field measurement stations for a
given study period. For LGO, the table shows that the use of the temporary monitor data
for the upstream boundary condition yields a large improvement in the %saturation. The
number of occurrences when the model was outside of the 5% RM S range went from 20
in the FMS-BC casesto 2 in the TM-BC cases.

Table 5. Summary of model performance compared to field measurementsfor LGO
pool. Table shows the number of occurrences within and outside of the RM S error
noted.

Little Goose Pool
Fixed Monitor BC

Spring 1997 | Summer 1997 | Total

Total # Stations 19 20 39

Temperature (RMS Error +/- 1.00 C) # Within 16 19 35

# Outside 3 1 4

Concentration (RMS Error +/- 1.00 mg/l) # Within 10 0 10
# Outside 9 20 29

Gas Pressure (RMS Error +/- 38.00 mmHg) | # Within 14 3 17
# Outside 5 17 22

% Saturation (RMS Error +/- 5.00% Sat.) | # Within 13 6 19
# Outside 6 14 20

Temporary Monitor BC

Total # Stations 19 20 39

Temperature (RMS Error +/- 1 C) # Within 18 20 38

# Outside 1 0 1

Concentration (RMS Error +/- 1.00 mg/l) # Within 14 17 31
# Outside 5 3 8

Gas Pressure (RMS Error +/- 38.00 mmHg) | # Within 18 19 37
# Outside 1 1 2

% Saturation (RMS Error +/- 5.00% Sat.) | # Within 18 19 37
# Outside 1 1 2

55 Lower Monumental (LMN)

Lower Monumental pool extends from the forebay of Lower Monumental Dam (LMN)
near Snake River Mile 40.5 to the tailrace of Little Goose Dam at River Mile 70. The
MASS2 model domain extended from over the entire pool between the two dams.
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This section only shows examples from the complete set of simulations. Additional
detailsin the form of plots and summary tables are presented in Part 4 of the report series
(Richmond and Perkins, 1998c).

55.1 LMN Hydrodynamics

Hydrodynamics simulations were performed for the Spring 1997 and Summer 1997
ADCP data collection periods. Comparisons with the Spring 1997 ADCP data could not
be done at thistime due to errorsin the horizontal coordinates and compass bearing. An
example comparison from the LMN Summer 1997 caseis shown in Figure 32. Figure 33
shows a snapshot of the smulated velocity distribution for a reach downstream of Lower
Granite Dam.

Simulated
Observed

57
55

Figure 32. Simulated and obser ved depth-aver aged velocities near Snake River
Mile 56 on 6-10-1997.
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Figure 33. Simulated spatial velocity distribution in LM N pool.

5.5.2 LMN Water Quality

Water quality cases were ssimulated for the LMN Spring 1996, Spring 1997, and Summer
1997 cases. Use of the FMS-BC led to poor resultsin most all cases. An exampletime
series using the TM-BC for the Summer 1997 case at alocation about 10 miles
downstream of Little Goose Dam is shown in Figure 34.
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Figure 34. Total dissolved gas pressure and saturation time series comparisons near
Snake River Mile59.2 for the LM N Summer 1997 study (TM-BC).

A statistical summary of the model performance is shown in Table 6. The table shows the
average and standard deviation for the model and measurements over the comparison
time period. The root mean square error (RMYS) is also computed. Table 7 shows the

Simulated
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percentage of time the modd is within the performance (plus or minus) criterianoted in
thetable.

Table 6. Statistical summary of measurements and simulations at River Mile 059.2
duringthe LMN Summer 1997 study (TM-BC).

Station Measured Simulated M easured Simulated RMS
Ave. Ave. Std.Dev Std.Dev. Error

Temperature
LMNOQ05921P 135 13.47 0.39 0.42 0.12
LMNOQ05922P 13.48 13.45 0.37 0.38 0.07
LMNOQ05924P 13.51 13.46 0.37 0.37 0.09
LMNOQ05925P 13.62 13.46 0.37 0.38 0.19
Concentration
LMNOQ05921P 34.98 35.59 0.47 0.41 0.64
LMNOQ05922P 35.07 35.59 0.5 0.47 0.55
LMNOQ05924P 35.37 35.48 0.48 0.58 0.28
LMNOQ05925P 34.77 35.43 0.49 0.66 0.71
Gas Pressure
LMNOQ05921P 928.02 945.37 14.61 14.06 18.2
LMNOQ05922P 929.68 944.83 14.47 14.93 15.93
LMNOQ05924P 938.44 942.4 15.21 17.89 7.84
LMNOQ05925P 924.72 941.32 15.33 19.78 18.15
% Saturation
LMNO05921P 124.59 127.27 1.96 1.92 2.82
LMNOQ05922P 124.81 127.2 1.94 2.02 2.49
LMNOQ05924P 125.99 126.87 2.04 2.44 1.33
LMNOQ05925P 124.14 126.73 2.05 271 2.8

Table 7. Percentage of time during the simulation wher e the computed valueis
within the given variance compar ed to the measur ements at River Mile 059.2 during
the Summer 1997 study (TM-BC).

Station 100C 1.00mg/l 38.00mmHg 5.00% Sat.
LMNO05921P 100 96.68 100 100
LMNO05922P 100 100 100 100
LMNO05924P 100 100 100 100
LMNO05925P 100 90.04 98.34 93.78

The initial mixing of the TDG plume for a snapshot in time for LMN is shown in Figure
35. Thisfigure also shows the location of the upstream water quality boundary condition
for atypical TM-BC. Discharge boundary conditions are still assigned near the dam,
Little Goose in this case, because measured vel ocities were not available at the monitor
location, except for very brief time periods.
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Figure 35. Simulated spatial TDG distribution in LM N pool.

5.53 LMN Summary

Table 8 compares the performance of the model to the measured field data. The table
shows the number of times the model was within or outside of the stated RMS error
summed over the total number of field measurement stations for a given study period. For
LMN, the table shows that the use of the temporary monitor data for the upstream
boundary condition yields a large improvement in the %saturation. The number of
occurrences when the mode was outside of the 5% RMS range went from 20 in the
FMS-BC casesto 3in the TM-BC cases.
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Table 8. Summary of model performance compared to field measurementsfor LMN
pool. Table shows the number of occurrences within and outside of the RM S error

noted.
Lower Monumental Pool
Fixed Monitor Locations
Spring Spring Summer |Total
1996 1997 1997
Total # Stations 11 12 11 34
Temperature (RMS Error +/- 1.00 C) | # Within 11 10 10 31
# Outside 0 2 1 3
Concentration (RMS Error +/- 1.00 mg/l)| # Within 0 0 4 4
# Outside 11 12 7 30
Gas Pressure (RMS Error +/- 38.00 | # Within 1 8 9 18
mmHg)
# Outside 10 4 2 16
% Saturation (RMS Error +/- 5.00% # Within 1 4 9 14
Sat.)
# Outside 10 8 2 20
Temporary Monitor Locations
Total # Stations 11 7 11 29
Temperature (RMS Error +/- 1 C) # Within 11 6 11 28
# Outside 0 1 0 1
Concentration (RMS Error +/- 1.00 mg/l)| # Within 7 4 11 22
# Outside 4 3 0 7
Gas Pressure (RMS Error +/- 38.00 | # Within 9 6 11 26
mmHgQ)
# Outside 2 1 0 3
% Saturation (RMS Error +/- 5.00% # Within 9 6 11 26
Sat.)
# Outside 2 1 0 3

5.6 IlceHarbor (IHR)

|ce Harbor pool extends from the forebay of Ice Harbor Dam (IHR) near Snake River

Mile 9.8 to the tailrace of Lower Monumental Dam at River Mile 40.5. The MASS2
model domain extended from over the entire pool between the two dams.

This section only shows examples from the compl ete set of simulations. Additional
details in the form of plots and summary tables are presented in Part 5 of the report series
(Richmond and Perkins, 1998d).
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5.6.1 IHR Hydrodynamics

Hydrodynamics simul ations were performed for the Spring 1996 and Spring 1997 ADCP
data collection periods. An example comparison from the IHR Spring 1997 caseis shown
in Figure 36. Figure 37shows a snapshot of the ssmulated vel ocity distribution for areach

mid-way in the IHR pool.

ADCP Transect 04-28-1997 10:37

Simulated Sfps

Observed =

41

40

Figure 36. Simulated and observed depth-aver aged velocities near Columbia River

Mile 40.5 on 4-28-1997.
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Figure 37. Simulated spatial velocity distribution in IHR pool.

5.6.2 IHR Water Quality

Water quality cases were ssimulated for IHR Spring 1996 and Spring 1997 cases. Use of
the FMS-BC led to poor resultsin most all cases. An example time series using the TM-
BC for the Spring 1997 case at alocation in the IHR forebay is shown in Figure 38. This
shows the apparent effect of air/water gas exchange (not included in this ssmulation) on
the results. See the John Day pool section for atest of a model ssimulation that includes
gas exchange.
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Figure 38. Total dissolved gas pressure and saturation time series comparisons near
Snake River Mile 010.2 for Spring 1997 study period (TM-BC).

5.6.3 IHR Summary

Table 9 compares the performance of the model to the measured field data. The table
shows the number of times the model was within or outside of the stated RMS error
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summed over the total number of field measurement stations for a given study period. For
IHR, the table shows that the use of the temporary monitor data for the upstream
boundary condition did not yield a large improvement in the %saturation. Use of the
temporary monitor conditions did improve the temperature smulation in IHR for the
Spring 1996 case.

Table 9. Summary of model performance compared to field measurementsfor IHR
pool. Table shows the number of occurrences within and outside of the RM S error
noted.

Ice Harbor Pool | | | |

Fixed Monitor Locations

| | Spring 1996 | Spring 1997 | Total |

Total # Stations | 18 | 16 | 34 |
Temperature (RMS Error +/- 1 C) # Within 0 16 16
# Outside 18 0 18
Concentration (RMS Error +/- 1.00 mg/l) # Within 4 9 13
# Outside 14 7 21
Gas Pressure (RMS Error +/- 38.00 mmHg) | # Within 17 16 33
# Outside 1 0 1
% Saturation (RMS Error +/- 5.00% Sat.) | # Within 16 16 32
# Outside 2 0 2

Temporary Monitor Locations | | |

Total # Stations | 17 | 15 | 32 |
Temperature (RMS Error +/- 1 C) # Within 16 15 31
# Outside 1 0 1
Concentration (RMS Error +/- 1.00 mg/l) # Within 15 6 21
# Outside 2 9 11
Gas Pressure (RMS Error +/- 38.00 mmHg) | # Within 16 13 29
# Outside 1 2 3
% Saturation (RMS Error +/- 5.00% Sat.) | # Within 16 12 28
# Outside 1 3 4

5.7 McNary (MCN)

McNary pool extends from the forebay of McNary Dam (MCN) near Columbia River
Mile 292.5 up the Columbia until the backwater influence from the dam fades away just
upstream of Richland, Washington and up the Snake River to Ice Harbor Dam. The
confluence of the Columbia and Snake Riversis at Columbia River Mile 325. The
MASS2 model domain extended from MCN to approximately Columbia River Mile 328
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(near Clover, Idand) and up the Snake River to Ice Harbor Dam; the upstream boundaries
of the model are at those locations.

This section only shows examples from the compl ete set of simulations. Additional
details in the form of plots and summary tables are presented in Part 6 of the report series
(Richmond and Perkins, 1998e).

5.7.1 MCN Hydrodynamics

Hydrodynamics simulations were performed for the Summer 1996 and Spring 1997
ADCP data collection periods. An example comparison from the MCN Spring 1997 case
isshown in Figure 39. Thislocation is at the confluence of the Columbia and Snake

Rivers.
ADCP TransectQ7-11-1996 12:00
Simulated
Observed

—— 5fps

Study Set: MCN SUM 96

Figure 39. Simulated and obser ved depth-aver aged velocities at the confluence of
the Columbia and Snake Riverson 7-11-1996.

5.7.2 MCN Water Quality

Three water quality cases for MCN were smulated: Spring 1996, Summer 1996, and
Spring 1997. Figure 40 shows a time series during the Summer 1996 case using TM
upstream boundary conditions. Thislocation is at the railway bridge causeway at River
Mile 323. Theincrease in temperature and TDG concentration during late July 10 occurs
from the upstream influx of Snake River water at that |ocation.
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Figure 40. Temperature and total dissolved gas time series comparisons near
Columbia River Mile 323.5 for the Summer 1996 pool study (TM-BC).
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Figure 4l. Total dissolved gastime series comparisons near Columbia River Mile
323.5for the MCN Summer 1996 pool study (TM-BC).

A statistical summary of the model performance is shown in Table 10. The table shows
the average and standard deviation for the model and measurements over the comparison
time period. The root mean square error (RMYS) is also computed. Table 11 shows the
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percentage of time the modd is within the performance (plus or minus) criterianoted in

thetable.

Table 10. Statistical summary of measurements and simulations for the M CN
Summer 1996 pool study (TM-BC).

Station Measured | Simulated | Measured | Simulated | RMS
Ave. Ave. Std.Dev | Std.Dev. | Error
Temperature (°C)
MCN32353P 16.92 16.79 0.34 0.32 0.20
MCN32352P 17.01 16.85 0.32 0.30 0.22
MCN32351P 17.25 17.53 0.39 0.65 0.54
Concentration (mg/l)
MCN32353P 30.91 31.08 0.52 0.55 0.22
MCN32352P 31.06 31.09 0.39 0.53 0.23
MCN32351P 30.57 30.78 0.42 0.43 0.40
Gas Pressure (mmHg)

MCN32353P 879.71 883.06 16.73 18.44 5.65
MCN32352P 885.47 884.23 12.66 17.78 6.82
MCN32351P 875.84 887.24 12.88 13.58 14.86

% Saturation
MCN32353P 116.46 116.90 2.67 2.90 0.75
MCN32352P 117.22 117.05 2.15 2.81 0.90
MCN32351P 115.94 117.45 2.08 2.05 1.96

Table 11. Percentage of time during the simulation wher e the computed value is
within the given variance compar ed to the measur ements.

M CN Summer 1996 poal study (TM-BC).

Station +1.00C | +1.00mg/l | +38.00 mmHg |+5.00% Sat.
MCN32353P 100 100 100 100
MCN32352P 100 100 100 100
MCN32351P 90.81 98.94 98.23 98.23

5.7.3 MCN Summary

Table 12 compares the performance of the mode to the measured field data. The table
shows the number of times the moded was within or outside of the stated RMS error

summed over the total number of field measurement stations for a given study period. For
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MCN, the table shows that the use of the temporary monitor and fixed-monitor data for
the upstream boundary condition performed similarly at the 5% criterialevd.

Table 12. Summary of model performance compared to field measur ements for

MCN pool. Table shows the number of occurrences within and outside of the RM S

error noted.
McNary Pool
Fixed Monitor Locations
Spring Summer Spring |Total
1996 1996 1997
Total # Stations 25 23 48
Temperature (RMS Error +/- 1.00 C) | # Within 24 23 a7
# Outside 1 0 1
Concentration (RMS Error +/- 1.00 | # Within 15 18 33
mg/l)
# Outside 10 5 15
Gas Pressure (RMS Error +/- 38.00 | # Within 21 21 42
mmHgQ)
# Outside 4 2 6
% Saturation (RMS Error +/- 5.00% | # Within 22 21 43
Sat.)
# Outside 3 2 5
Temporary Monitor Locations
Total # Stations 24 24 22 70
Temperature (RMS Error +/- 1 C) # Within 22 22 22 66
# Outside 2 2 0 4
Concentration (RMS Error +/- 1.00 | # Within 18 16 15 49
mg/l)
# Outside 6 8 7 21
Gas Pressure (RMS Error +/- 38.00 | # Within 23 20 19 62
mmHgQ)
# Outside 1 4 3 8
% Saturation (RMS Error +/- 5.00% | # Within 23 20 19 62
Sat.)
# Outside 1 4 3 8
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5.8 John Day (JDA)
John Day pool extends from the forebay of John Day Dam (JDA) near Columbia River

Mile 217 to the tailrace of McNary Dam at River Mile 292.5. The MASS2 model domain
extended from over the entire pool between the two dams.

This section only shows examples from the compl ete set of simulations. Additional
details in the form of plots and summary tables are presented in Part 7 of the report series
(Richmond and Perkins, 1998f).

5.8.1 JDA Hydrodynamics

Hydrodynamics simul ations were performed for the Spring 1997 and Spring 1997 ADCP
data collection periods. An example comparison from the JDA Spring 1997 caseis shown
in Figure 42 at alocation in the forebay. Figure 43shows a snapshot of the simulated
velocity distribution for a reach downstream of McNary Dam.

ADCP Transect 05-23-1997 09:26
5fps

Simulated

Observed B

216

Figure 42. Simulated and obser ved velocities near John Day dam on M ay
23, 1997.
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Velocity 05-23-1997 06:00:00
5 ft/s Bathymetry elevation (in ft above MSL)
Note: every 6th lateral velocity point, and N [ [ T T [[ e
every 2nd longitudinal velocity point is shown zbot: 140 150 160 170 180 190 200 210 220 230 240 250

Figure 43. Simulated spatial velocity distribution in JDA pool just downstream from
McNary Dam for the Spring 1997 case.

5.8.2 JDA Water Quality

Spring and Summer 1997 water quality cases were simulated for JDA. The first example

shown below in Figure 44was run without air/water gas exchange. One can see the model
consistently overpredicts the TDG levelsin the downstream portion of the JDA pool even
using the TM-BC. This behavior wasin all the smulation cases.
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Figure44. Total dissolved gas pressure and saturation time series comparisons near

Columbia River Mile 227.7 for the JDA Spring 1997 study (TM-BC).

A statistical summary of the model performance is shown in Table 13. The table shows
the average and standard deviation for the model and measurements over the comparison
time period. The root mean square error (RMS) is also computed. This quantifies the
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level of TDG over prediction when air/water gas exchange is not activated in the modd.
Table 12 shows the percentage of time the modd is within the performance (plus or
minus) criteria noted in the table. Again, the model fails to meet the performance criteria
over the entire ssimulation period.

Table 13. Statistical summary of measurements and simulations at river mile 227.7
during JDA Spring 1997 pool study.

Station M easured Simulated M easured Simulated RMS
Ave. Ave. Std.Dev Std.Dev. Error

Temperature
JDA22771P 12.57 12.55 0.21 0.24 0.11
JDA22772P 12.49 12.38 0.17 0.2 0.12
JDA22774P 12.48 12.44 0.17 0.21 0.11
JDA22775P 12.73 12.61 0.16 0.27 0.22
Concentration
JDA22771P 35.58 38.93 0.65 0.15 3.42
JDA22772P 36.05 38.97 0.65 0.23 3.03
JDA22774P 36.45 39.24 0.71 0.2 2.9
JDA22775P 35.72 39.31 0.64 0.14 3.66
Gas Pressure
JDA22771P 925.38 1013.13 13.41 6.83 89.9
JDA22772P 935.22 1010.65 13.56 9.49 78.41
JDA22774P 945.73 1018.88 16.54 8.64 76.27
JDA22775P 932.19 1024.19 15.41 7.17 94.49
% Saturation
JDA22771P 123.16 134.87 1.74 0.97 11.98
JDA22772P 124.49 134.54 1.79 1.35 10.43
JDA22774P 125.93 135.63 2.25 1.22 10.12
JDA22775P 124.1 136.34 2.04 1.02 12.57

Table 14. Percentage of time during the simulation wher e the computed valueis
within the given variance compar ed to the measurements at river mile 227.7 for the
Spring 1997 study (TM-BC).

Station 100C 1.00mg/l 38.00mmHg  5.00% Sat
JDA22771P 100 0 0 0
JDA22772P 100 0 0 0
JDA22774P 100 0 0 0
JDA22775P 100 0 0 0

The following figures and tables show the effect of activating the air/water gas exchange
option in the model. The modd results are drastically improved in this smulation
compared to the previous results where no surface gas transfer was allowed to occur. The
simple empirical transfer coefficient yields substantial improvement the downstream part
of the JDA poal.

Battelle, Pacific Northwest Division February 1999



DGAS How and Transport Modeling — Part 1: Summary

[00]
(]

1100

1000

900

Total Diss. Gas Press. (mmHg)

ll\\\\\\\ll\\?

800 P T S N SR IR [ [ B L
12:00 00:00 12:00 00:00 12:00 00:00 12:00 00:00 12:00
a a

wooW W W W W W W

150

140

130

“H HHHH!‘H!HHH’

I
2

A Ap,

120

Total Diss. Gas % Sat.
Jil
‘HHHHIIHI%&

110

00 . . 4
12:00 00:00 12:00 00:00 12:00 00:00 12:00 00:00 1

oM W o ol ow Tl w
Observed @ JDA22775P —+&— i
Observed @ JDA22774P —~—  Simulated % JDA22774P

0

ﬁ%!\?\uuuu
20

Observed @ JDA22772P ——+——  Simulated @ JDA22772P —
Observed @ JDA22771P — «—  Simulated @ JDA22771P —

Figure 45. Total dissolved gas pressure and satur ation time series comparisons near
Columbia River Mile 227.7 for the Spring 1997 study (TM-BC). Air/water gas
exchange option activated.

Asillustrated in
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Table 15, activating the empirical air/water gas exchange relationship in the model leads
to substantial reduction in the RMS error for %saturation. The mode till shows a
consistent trend to overpredict TDG that indicates that the empirical exchange coefficient
may be too low. This could be from caused by the failure of the ssmple formula to
account for al the mechanisms at work or the fact that local wind speeds are extrapol ated
from distant weather stations.

Table 15. Statistical summary of measurements and simulations at river mile 227.7
during Spring 1997 pool study. Air/water gas exchange option activated.

Station M easured Simulated M easured Simulated RMS
Ave. Ave. Std.Dev Std.Dev. Error

Temperature C
JDA22771P 12.57 12.55 0.21 0.24 0.11
JDA22772P 12.49 12.38 0.17 0.2 0.12
JDA22774P 12.48 12.44 0.17 0.21 0.11
JDA22775P 12.73 12.61 0.16 0.27 0.22
Concentration mg/I
JDA22771P 35.58 36.14 0.65 0.36 0.76
JDA22772P 36.05 36.74 0.65 0.49 0.90
JDA22774P 36.45 36.74 0.71 0.49 0.62
JDA22775P 35.72 36.08 0.64 0.43 0.55
Gas Pressure mmHg
JDA22771P 925.38 041.39 1341 8.33 21.08
JDA22772P 935.22 053.40 13.56 12.46 23.67
JDA22774P 945.73 054.34 16.54 11.99 17.16
JDA22775P 932.19 941.08 15.41 0.83 15.77
% Saturation
JDA22771P 123.16 125.32 174 1.17 2.80
JDA22772P 124.49 126.91 1.79 1.77 3.15
JDA22774P 125.93 127.04 2.25 1.69 227
JDA22775P 124.1 125.27 2.04 1.37 2.08

Table 16. Percentage of time during the simulation wher e the computed valueis
within the given variance compar ed to the measurements at river mile 227.7 for the
JDA Spring 1997 study (TM-BC). Air/water gas exchange option activated.

Station 100C 100mgl  3800mmHg 5.00% Sat
JDA22771P 100 76.68 90.67 90.67
JDA22772P 100 81.35 83.94 84.46
JDA22774P 100 85.49 93.26 92.23
JDA22775P 100 95.85 100.00 100.00

5.8.3 JDA Summary

The water quality smulations confirmed that air/water gas exchange is an important
mechanism and must be included to obtain results that compare well with the field
observations on an absolute basis.
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Table 17compares the performance of the model to the measured field data. Thetable
shows the number of times the model was within or outside of the stated RMS error
summed over the total number of field measurement stations for a given study period. For
JDA, the table shows that the activating air/water gas exchange in the modd yields a
large improvement in the %osaturation.

Table 17. Summary of model performance compared to field measurements for JDA
pool. Table shows the number of occurrences within and outside of the RM S error

noted.
John Day Report
Fixed Monitor Locations Spring 1997 | Summer 1997 | Total
Total # Stations 32 29 61
Temperature (RMS Error +/- 1.00 C) # Within 32 29 61
# Outside 0 0 0
Concentration (RMS Error +/- 1.00 mg/l) # Within 14 19 33
# Outside 18 10 28
Gas Pressure (RMS Error +/- 38.00 mmHg) # Within 21 23 44
# Outside 11 6 17
% Saturation (RMS Error +/- 5.00% Sat.) # Within 21 23 44
# Outside 11 6 17
Temporary Monitor Locations
Total # Stations 33 28 61
Temperature (RMS Error +/- 1 C) # Within 33 28 61
# Outside 0 0 0
Concentration (RMS Error +/- 1.00 mg/l) # Within 8 16 24
# Outside 25 12 37
Gas Pressure (RMS Error +/- 38.00 mmHg) # Within 10 20 30
# Outside 23 8 31
% Saturation (RMS Error +/- 5.00% Sat.) # Within 10 20 30
# Outside 23 8 31
Temporary Monitor Locations With Air/Water

Gas Exchange Option Activated
Total # Stations 33 33
Temperature (RMS Error +/- 1 C) # Within 33 33
# Outside 0 0
Concentration (RMS Error +/- 1.00 mg/l) # Within 26 26
# Outside 7 7
Gas Pressure (RMS Error +/- 38.00 mmHg) # Within 29 29
# Outside 4 4
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% Saturation (RMS Error +/- 5.00% Sat.) # Within 29 29

# Outside 4 4

5.9 TheDalles(TDA)

The Dalles pool extends from the forebay of The Dalles Dam (TDA) near Columbia
River Mile 192 to the tailrace of John Day Dam at River Mile 217. The MASS2 modd
domain extended from over the entire pool between the two dams.

This section only shows examples from the compl ete set of simulations. Additional
details in the form of plots and summary tables are presented in Part 8 of the report series
(Richmond and Perkins, 1998g).

5.9.1 TDA Hydrodynamics

Hydrodynamic simulations and comparisons to ADCP data were performed for the
Spring 1996 and Summer 1997 measurement periods. Figure 46 shows one of the poorest
quality smulation results. A transient eddy (recirculation zone) appears upstream of The
Dalles Dam in many cases. Investigation showed that this was related to the large
bathymetric “hol€’ at river mile 192.8. Thisis a situation where the depth-averaged
assumptions break down. To lessen the severity of the problem the hole was partially
‘filled-in’ to decrease the abrupt e evation change. Thisled to results that were more
consstent with the field data. Asnoted , the eddy istransient and is not as large when at
the time of the snapshot shown in Figure 47.
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ADCP Transect 06-24-1997 13:30

Observed 5fps —
Simulated

on June 24, 1997.

Velocity 08-11-1996 06:00:00
5 ft/s Bathymetry elevation (in ft above MSL)
Note: every 6th lateral velociy point, and | .

every 2nd longitudinal velocity point is shown zbot: 40 50 60 70 80 90 100 110 120 130 140 150
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Figure 47. Simulated spatial velocity distribution in TDA pool upstream of The
Dalles Dam.

5.9.2 TDA Water Quality

Water quality smulation cases were done for the Spring 1996, Summer 1996, and
Summer 1997 field sampling periods. Time series example are shown in Figure 48 and
Figure 49.
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Figure 48. Temperature and total dissolved gas time series near Columbia River
Mile 201.2 during the Summer 1997 pool study (TM-BC).
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Figure 49. Total dissolved gas time series comparisons at theriver mile 201.2 during
the TDA Summer 1997 pool study (TM-BC).

A statistical summary of the model performance is shown in Table 18. The table shows
the average and standard deviation for the model and measurements over the comparison
time period. The root mean square error (RMYS) is also computed. Table 19 shows the
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percentage of time the modd is within the performance (plus or minus) criterianoted in
thetable.

Table 18. Statistical summary of measurements and simulations at
Columbia River mile 201.2 during the TDA Summer 1997 pool
study (TM-BC).

Station Measured Simulated Measured Simulated RMS

Ave. Ave. Std.Dev  Std.Dev. Error
Temperature
TDA?20121P 15.17 15.06 0.33 0.31 0.13
TDA?20122P 15.06 15.03 0.26 0.27 0.06
TDA?20124P 15.07 15 0.26 0.26 0.08
TDA?20125P 15.12 15.02 0.26 0.27 0.12
Concentration
TDA?20121P 32.54 33.19 0.66 0.66 0.73
TDA?20122P 33.72 33.3 1.19 0.7 0.78
TDA?20124P 34.59 34.71 1.47 1.09 0.51
TDA?20125P 34.84 34.75 151 1.09 0.54
Gas Pressure
TDA?20121P 893.62 910.02 15.7 1514 1854
TDA?20122P 923.67 912.38 29.02 16 21.25

TDA?20124P 947.14 949.77 36.46 25.9 13.77
TDA20125P 955.03 951.2 37.67 26.04 1517

% Saturation

TDA20121P 117.73 119.89 2.28 2.15 2.45
TDA20122P 121.69 120.2 3.94 2.25 2.81
TDA20124P 124.78 125.12 4.85 3.43 1.82
TDA20125P 125.82 125.31 5.01 3.46 2.01

Table 19. Percentage of time during the simulation where the
computed value is within the given variance compar ed to the
measur ements at Columbia river mile 201.2 during the TDA

Summer 1997 study (TM-BC).

Station 1.00C 1.00 mg/l 38.00 mmHg 5.00% Sat.
TDA20121P 100 78.92 100 100
TDA?20122P 100 75.31 96.39 96.39
TDA?20124P 100 99.17 99.86 100
TDA?20125P 100 98.34 100 100

5.9.3 TDA Summary

Table 20 compares the performance of the model to the measured field data. The table
shows the number of times the model was within or outside of the stated RMS error
summed over the total number of field measurement stations for a given study period. For
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TDA, the table shows that the use of the temporary monitor data for the upstream
boundary condition yields a significant improvement in the %saturation.

Table 20. Summary of model performance compared to field measur ements for

TDA pool. Table shows the number of occurrenceswithin and outside of the RM'S

error noted.
The Dalles Pool
Fixed Monitor Locations
Spring Summer Summer | Total
1996 1996 1997
Total # Stations 19 14 16 49
Temperature (RMS Error +/- 1.00 C) | # Within 19 14 16 49
# Outside 0 0 0 0
Concentration (RMS Error +/- 1.00 # Within 13 7 7 27
mg/l)
# Outside 6 7 9 22
Gas Pressure (RMS Error +/- 38.00 | # Within 15 12 9 36
mmHgQ)
# Outside 4 2 7 13
% Saturation (RMS Error +/- 5.00% | # Within 15 12 9 36
Sat.)
# Outside 4 2 7 13
Temporary Monitor Locations
Total # Stations 19 14 16 49
Temperature (RMS Error +/- 1 C) # Within 16 14 16 46
# Outside 3 0 0 3
Concentration (RMS Error +/- 1.00 # Within 14 13 14 41
mg/l)
# Outside 5 1 2 8
Gas Pressure (RMS Error +/- 38.00 | # Within 15 14 16 45
mmHg)
# Outside 4 0 0 4
% Saturation (RMS Error +/- 5.00% | # Within 15 14 16 45
Sat.)
# Outside 4 0 0 4
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5.10 Bonneville (BON)

Bonneville pool extends from the forebay of Bonneville Dam (BON) near Columbia
River Mile 145 to thetailrace of The Dalles Dam at River Mile 192. The MASS2 mode
domain extended from over the entire pool between the two dams.

This section only shows examples from the compl ete set of simulations. Additional
details in the form of plots and summary tables are presented in Part 9 of the report series
(Richmond and Perkins, 1998h).

5.10.1 BON Hydrodynamics

Hydrodynamic simulations and comparisons to ADCP data were performed for the
Spring 1996 and Summer 1997 measurement periods. The modd performance was good
over the entire poal. A typical result is shown in Figure 50 in the reach just upstream of
Bonneville Dam. The spatial distribution of smulated velocitiesis shown in Figure 51.

ADCP Transect 06-26-1997 10:37 148

) 51
Simulated ps

Observed .

Figure 50. Simulated and obser ved depth-aver aged velocities near Columbia River
Mile 146.5 on 6-26-1997.
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Figure 51. Simulated spatial velocity distribution upstream of Bonneville Dam.

5.10.2 BON Water Quality

Water quality smulation cases were done for the Spring 1996, Summer 1996, and
Summer 1997 field sampling periods. A time series example are shown in Figure 52. In
some cases, use of the air/water gas exchange option would have help improve the
simulation results.

Battelle, Pacific Northwest Division February 1999



DGAS How and Transport Modeling — Part 1: Summary 101

1000 \ \ \ \

900

800

Total Diss. Gas Press. (mmHg)

\!\\\\\\‘!\\\/\\\\/’\\!\\\!\\
\\l\\\\\\‘l\\\\"\\\\i\\l\\\l\\

700 ‘ ‘ . \ ‘ ‘ ‘ \ . ‘ ‘ \ ‘ . ‘ \
OX:OO OX:OO OX:OO OX:OO OX:OO
u u u u u
10g 11g 12g 1§ 1

130 T T T T

120

}\\‘!!\\!!\\!

Total Diss. Gas % Sat.

110

l\\\ll\\l‘\\Hl\\l\\‘ll\\ll\\l

1000 , | | \
00:00 00:00 00:00 00:00

Au Aug Au Au Au
10g 1T 12g 13g 1
Observed @ BON17564P —«—  Simulated @ BON17564P
Figure52. Total dissolved gas pressure and saturation time series comparisons near
Columbia River Mile 175.6 for the BON Summer 1996 study period (TM-BC).

A statistical summary of the model performance is shown in Table 21. The table shows
the average and standard deviation for the model and measurements over the comparison
time period. The root mean square error (RMYS) is also computed. Table 22 shows the

!
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percentage of time the modd is within the performance (plus or minus) criterianoted in
thetable.

Table 21. Statistical summary of measurements and simulations near Columbia
River mile 175.6 during the BON Summer 1996 study period (TM-BC).

Station Measured Simulated Measured Simulated RMS

Ave. Ave. Std.Dev Std.Dev. Error
Temperature
BON17564P 20.37 20.18 0.16 0.14 0.22
Concentration
BON17564P 28.16 28.38 0.96 1.07 0.38
Gas Pressure
BON17564P 858.04 863.57 28.77 31.82 10.93
% Saturation
BON17564P 112.99 114.91 3.98 421 2.3

Table 22. Percentage of time during the simulation wher e the computed valueis
within the given variance compar ed to the measurements near Columbia River mile
175.6 for the BON Summer 1996 study period (TM-BC).

Station 1.00C 1.00mg/l 38.00mmHg 5.00% Sat.
BON17564P 100 100 100 99.08
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5.10.3 BON Summary

Table 23 compares the performance of the model to the measured field data. The table
shows the number of times the model was within or outside of the stated RMS error
summed over the total number of field measurement stations for a given study period. For
BON, the table shows that the use of the temporary monitor data and fixed monitor
system boundary condition performed about the same.

Table 23. Summary of model performance compared to field measur ements for

BON pool. Table shows the number of occurrenceswithin and outside of the RM'S

error noted.
Bonneville Pool
Fixed Monitor Locations
Spring Summer Summer |Total
1996 1996 1997
Total # Stations
Temperature (RMS Error +/- 1 C) # Within 14 10 16 40
# Outside 0 0 0 0
Concentration (RMS Error +/- 1.00 | # Within 7 9 12 28
mg/l)
# Outside 7 1 4 12
Gas Pressure (RMS Error +/- 38.00 | # Within 11 9 16 36
mmHg)
# Outside 3 1 0 4
% Saturation (RMS Error +/- 5.00% | # Within 11 9 16 36
Sat.)
# Outside 3 1 0 4
Temporary Monitor Locations
Total # Stations 13 7 16 36
Temperature (RMS Error +/- 1 C) # Within 13 5 11 29
# Outside 0 2 5 7
Concentration (RMS Error +/- 1.00 | # Within 8 5 11 24
mg/l)
# Outside 5 2 5 12
Gas Pressure (RMS Error +/- 38.00 | # Within 10 7 14 31
mmHgQ)
# Outside 3 0 2 5
% Saturation (RMS Error +/- 5.00% | # Within 10 6 13 29
Sat.)
# Outside 3 1 3 7

5.11 Tidal Reach (TID)

The Tidal Reach (TID) extends from Columbia River Mile 110 near Portland, Oregon to
the tailrace of Bonneville Dam near Columbia River Mile 145; the MASS2 modédl
domain extends between these two boundaries.
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Time-varying water surface elevations that accounted for tidal fluctuations and
Bonneville project operations were assigned using output from the MASS1 modd at the
downstream boundary of the MASS2 model near River Mile 110. The MASS1 unsteady
flow modd has its downstream boundary in the Columbia River estuary and tidal
conditions at Astoria, Oregon were used as the downstream boundary in that mode!.

This section only shows examples from the compl ete set of simulations. Additional
details in the form of plots and summary tables are presented in Part 10 of the report
series (Richmond and Perkins, 1998i).

5.11.1 TID Hydrodynamics

ADCP measurements were collected in the Tidal Reach during Spring 1996 and Summer
1997. Figure 53 shows the comparison of the smulated and measured depth-averaged
velocities at the transect near Columbia River Mile 120.5. A snapshot of the computed
velocity distribution in the reach below Bonneville Dam in shown in Figure 54. Note that
upstream mode boundaries are approximately 500 feet downstream of the spillway and
powerhouse although that areais not shown in the figure below.

ADCP Transect 07-18-1997 10:12

Simulated
Observed

VD , N

Figure 53. Simulated and observed depth-aver aged velocities near Columbia River
Mile 120.5 on 7-18-1997.

Battelle, Pacific Northwest Division February 1999



DGAS How and Transport Modeling — Part 1: Summary 105

24
2 L
Velocity 06-20-1996 06:00:00
5 ft/sec Bathymetry elevation (in feet above MSL)
Note: every 6th lateral velocity point, and - ‘ ‘ ‘ ‘ ‘ ‘ ‘ -

every 2nd longitudinal velocity point is shown zbot: -90 -80 -70 -60 -50 -40 -30 -20 -10 0 10 20

Figure 54. Simulated spatial velocity distribution downstream of Bonneville dam.

5.11.2 TID Water Quality

Water quality smulation cases were done for the Spring 1996, Summer 1996, and
Summer 1997 field sampling periods. A time series example is shown in Figure 55.

Battelle, Pacific Northwest Division February 1999



DGAS How and Transport Modeling — Part 1: Summary 106

1100 T T T T T T T T T

1050

1000

Total Diss. Gas Press. (mmHg)

950

900

140

135

130

125

Total Diss. Gas % Sat.

120

115 ‘ . . | .
12:00 00:00

‘ L L L
00:00 12:00
Jun Jun Jun Jun Jun Jun Jun
18 19 19 20 20 21 21

PR P I \
12:00 00:00 12:00

Observed @ TID12274P ———— Simulated @ TID12274P — —
Observed @ TID12263P Simulated @ TID12263P ——

Figure55. Total dissolved gas pressure and saturation time series comparisons near
Columbia River mile 122.6 for the TID Spring 1996 study period (FM S-BC).

A statistical summary of the model performance is shown in Table 24. The table shows
the average and standard deviation for the model and measurements over the comparison
time period. The root mean square error (RMYS) is also computed. Table 25 shows the
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percentage of time the modd is within the performance (plus or minus) criterianoted in
thetable.

Table 24. Statistical summary of measurements and simulations near Columbia
River mile 122.6 during the TID Spring 1996 study (FM S-BC).

Station M easur ed Simulated M easur ed Simulated RMS

Ave. Ave. Std.Dev Std.Dev. Error
Temperature
TID12263P 15.23 15.14 0.15 0.19 0.15
TID12274P 15.17 15.14 0.14 0.19 0.12
Concentration
TID12263P 35.13 35.61 0.72 0.88 0.58
TID12274P 35.42 35.61 0.78 0.87 0.38
Gas Pressure
TID12263P 965.56 979.02 18.14 21.83 16.02
TID12274P 972.08 978.87 19.63 21.67 11.31
% Saturation
TID12263P 126.74 128.24 2.27 2.72 1.92
TID12274P 127.6 128.22 2.46 2.69 1.39

Table 25. Percentage of time during the simulation wher e the computed valueis
within the given variance compar ed to the measurements at river mile 122.6 for the
TID Spring 1996 study (FM S-BC).

Station 100C 1.00mg/l 38.00mmHg 5.00% Sat.
TID12263P 100 91.72 100 100
TID12274P 100 99.31 100 100
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5.11.3 TID Summary

Table 26 compares the performance of the model to the measured field data. The table
shows the number of times the model was within or outside of the stated RMS error
summed over the total number of field measurement stations for a given study period. For
TID, the table shows that the use of the temporary monitor data for the upstream
boundary condition yields an improvement in the %saturation ssmulation.

Table 26. Summary of model performance compared to field measur ements for

TID. Table showsthe number of occurrences within and outside of the RM Serror

noted.
Tidal Reach
Fixed Monitor Locations
Spring Summer Summer |Total
1996 1996 1997
Total # Stations 18 15 18 51
Temperature (RMS Error +/- 1.00 C) | # Within 18 15 18 51
# Outside 0 0 0 0
Concentration (RMS Error +/- 1.00 # Within 15 8 17 40
mg/l)
# Outside 3 7 1 11
Gas Pressure (RMS Error +/- 38.00 | # Within 17 12 17 46
mmHg)
# Outside 1 3 1 5
% Saturation (RMS Error +/- 5.00% | # Within 17 11 17 45
Sat.)
# Outside 1 4 1 6
Temporary Monitor Locations
Total # Stations 16 15 18 49
Temperature (RMS Error +/- 1 C) # Within 16 15 18 49
# Outside 0 0 0 0
Concentration (RMS Error +/- 1.00 # Within 16 14 17 a7
mg/l)
# Outside 0 1 1 2
Gas Pressure (RMS Error +/- 38.00 | # Within 16 15 18 49
mmHg)
# Outside 0 0 0 0
% Saturation (RMS Error +/- 5.00% | # Within 16 14 18 48
Sat.)
# Outside 0 1 0 1
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6 Conclusions and Recommendations

Overall the MASS2 model hydrodynamic and water quality model performed well over

the wide range of conditions that are represented in the Lower Columbia and Snake River
system. The model can be used as a tool to evaluate the relative performance different gas
abatement alternatives. The model can also be useful for smulating the potential absolute
differencesin dissolved gas levels provided that key uncertainties such as upstream influx

of dissolved gas and air/water gas exchange are considered in the analysis.

Table 27 presents the overall performance of the MASS2 model for all the Lower
Columbia and Snake River studies. When using TM-BC temperature smulation iswithin
+-1.0 degrees C for all but 5% of the cases. Without considering air/water gas exchange
the TM-BC cases are within +-5% saturation for approximately 80% of the comparisons.

Table 27. Summary of model performance compared to field measur ements for all
simulated cases. Table shows the number of occurrences within and outside of the

RMSerror noted.

Temperature (RMS Error +/- 1.00 C)

% Saturation (RMS Error +/- 5.00% Sat.)

# Within # Outside # Within # Outside
Fixed Monitor Locations BC
Lower Granite 14 0 14 0
Little Goose 35 4 19 20
Lower Monumental 31 3 14 20
Ice Harbor 16 18 32 2
McNary 47 1 43 5
John Day 61 0 44 17
The Dalles 49 0 36 13
Bonneville 40 0 36 4
Tidal Reach 51 0 45 6
Totals 344 26 283 87
Temporary Monitor Locations BC
Lower Granite 0 0 0 0
Little Goose 38 1 37 2
Lower Monumental 28 1 26 3
Ice Harbor 31 1 28 4
McNary 66 4 62 8
John Day 61 0 30 31
The Dalles 46 3 45 4
Bonneville 29 7 29 7
Tidal Reach 49 0 48 1
Totals 282 13 243 52
Temporary Monitor Locations With Air/Water Gas Exchange Option Activated
John Day | 33 | 0 | 29 4
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Inclusion of the empirical air/water gas exchange mechanism yields improved results
using air/water gas exchange we see 12.5% (21% without air/water gas exchange) of the
stations are outside the RM S saturation criteria using the TM-BCs as compared to 30%
using the FMS-BCs.

Thefollowing are the general conclusions from the study:

The model meets the objectives to develop a tool to perform relative comparisons
between different DGAS alternatives.

Achieved the criteria of +-5% RM S and +-1 degree C RMS error over a substantial
number of the monitor locations.

Specifying the upstream influx of TDG using either regression equations or measured
data has alarge and direct effect on the quality of the simulations. Errorsin the influx
are smply propagated downstream.

Powerhouse discharge entertainment into the spillway flow and potential increasesin
gas production must be considered. Estimates of this effect need to be incorporated
into the specification of any gas abatement alternative; appropriate gas production
algorithms will have to been developed for the model boundary conditions.

Air/water exchange is an important mechanism especially for absolute predictions.

Good bathymetric data contributed to hydrodynamic ssimulation success and aided in
developing an automated model configuration procedure. Incorporating new
bathymetric data can be easily done using the GI S database developed in this work.

Hydrodynamics results are good over the entire region with the exception of zones of
extreme bathymetric changes where a depth-averaged approach is not a reasonable
assumption. Further investigation of the model performance within the first mile
downstream of a project could be done using the results of the DGAS near-field
studies and other field or physical modeling studies.

Temperature results consistent given the upstream influx dependency. Some
comparison locations that exhibited under/over prediction for near-shore monitors
may be related to horizontal or vertical position uncertainties. Also, the modd is
depth-averaged and vertical temperature gradients could be significant in some areas.

The following are items recommended for inclusion in the system-alternatives evaluation
phase of the DGAS modeling effort:

Run additional simulations using the existing cases further test air/water gas exchange
outside of John Day pool. Since all input data are prepared this task would require
very little effort to complete and can be done “in the background” as other tasks.
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progress. Investigate the potential of using an improved air/water gas exchange
parameterization.

Complete testing and parameterization of FINS for McNary Pool when the required
radio tracking and hydroacoustic data become available.

Investigate grid transitions and grid coarsening to reduce computer time while
mai ntaining acceptabl e accuracy as compared to the present fine-grid ssimulations.

Implement smulation methodsto link all the pools and do system-wide ssmulations.
Devel op measures to quantify the performance of DGAS alternatives.

These items (among many) should be considered as additional options or improvements
to the MASS2 modd:

Implement a higher-order advection scheme to minimize artificial diffusion effectsin
the hydrodynamics and transport solutions. A TVD schemeis presently being
considered for inclusion in the modd.

Implement a depth-averaged two-equation turbulence moddl to better represent
mixing in zones of large velocity gradients (i.e., eddy or recirculation zones).

In principal, the model can be applied to supercritical or mixed sub-super critical flow
regimes, proper boundary conditions should be implemented and modd testing
performed to realize this additional capability.

Sediment and sediment-sorbed contaminant transport.
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